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Abstract: This paper discusses a propose cloud infrastructure that combines On-Demand allocation of 

resources with improved utilization, opportunistic provisioning of cycles from idle cloud nodes to other 

processes It provides fault tolerance while running on inexpensive commodity hardware, and it delivers high 

aggregate performance to a large number of clients.Because for cloud computing to avail all the demanded 

services to the cloud consumers is very difficult. It is a major issue to meet cloud consumer’s requirements. 

Hence On-Demand cloud infrastructure using map reduce configuration with improved CPU utilization and 

storage utilization is proposed using Google File System by using Map-Reduce. Hence all cloud nodes which 

remains idle are all in use and also improvement in security challenges and achieves load balancing and fast 

processing of large data in less amount of time. Here we compare the FTP and GFS for file uploading and file 

downloading; and enhance the CPU utilization and storage utilization and fault tolerance,. 

Cloud computing moves the application software and databases to the large data centres, where the 
management of the data and services may not be fully trustworthy. Therefore this security problem is solve by 

encrypting the data using encryption/decryption algorithm and Map-Reducing algorithm which solve the 

problem of utilization of all idle cloud nodes for larger data. 

Keywords: CPU utilization, GFS Master, Chunk Servers, Map-Reduce, Google File System, 

Encryption/decryption algorithm. 

 

I. Introduction 
Google has designed and implemented a scalable distributed file system for their large distributed data 

intensive applications. They named it Google File System, GFS. Google File System is designed by Sanjay 

Ghemawat, Howard Gobioff and Shun-Tak Leung of Google in 2002-03. GFS provides fault tolerance, while 
running on inexpensive commodity hardware and also serving large number of clients with high aggregate 

performance. Even though the GFS shares many similar goals with previous distributed file systems, the design 

has been driven by Google‟s unique workload and environment. Google had to rethink the file system to serve 

their “very large scale” applications, using inexpensive commodity hardware. [1]. 

Google give results faster and more accurate than other search engines. Definitely the accuracy is 

dependent on how the algorithm is designed. Their initial search technology is Page Rank Algorithm designed 

by Garry Brin and Larry Page in 1998. And currently they are merging the technology of using both software 

and hardware in smarter way. Now the field of Google is beyond the searching. It supports uploading video in 

their server, Google Video; it gives email account of few gigabytes to each user, Gmail; it has great map 

applications like Google Map and Google Earth; Google Product application, Google News application, and the 

count goes on. Like, search application, all these applications are heavily data intensive and Google provides the 
service very efficiently.  

In the recent years, Infrastructure-as-a-Service (IaaS) cloud computing has emerged as an attractive 

alternative to the acquisition and management of physical resources. A key advantage of Infrastructure-as-a-

Service (IaaS) clouds is providing users on-demand access to resources. However, to provide on-demand access, 

cloud providers must either significantly overprovision their infrastructure (and pay a high price for operating 

resources with low utilization) or reject a large proportion of user requests (in which case the access is no longer 

on-demand). At the same time, not all users require truly on-demand access to resources [3].  

Many applications and workflows are designed for recoverable systems where interruptions in service 

are expected. Here a method is propose, a cloud infrastructure with GFS configuration that combines on-demand 

allocation of resources with opportunistic provisioning of cycles from idle cloud nodes to other processes. The 

objective is to handles larger data in less amount of time and keep utilization of all idle cloud nodes through  

splitting of larger files into smaller one using GFS read/write algorithm, also increase the CPU 
utilization and storage utilization for uploading files and downloading files It provides fault tolerance while 

running on inexpensive commodity hardware . To keep data and services trustworthy, security is also maintain 

using RSA algorithm which  is widely used for secure data transmission. 
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II. Related Work 
There is much research work in the field of cloud computing and distributed computing over the past 

decades. Some of the work done has been discussed, this paper researched distributed file system and its safety, 

proposed a new cloud computing architecture, SaaS model was used to deployed the related software on 

the GFS map reduce platform, so that the resource utilization and computing of scientific tasks quality will be 

improved[19]. 

a cloud infrastructure that combines on-demand allocation of resources with opportunistic provisioning 

of cycles from idle cloud nodes to other processes by deploying backfill virtual machines (VMs)[21].A model 

for securing Map/Reduce computation in the cloud. The model uses a language based security approach to 

enforce information flow policies that vary dynamically due to a restricted revocable delegation of access rights 

between principals. The decentralized label model (DLM) is used to express these policies[20]. 

A new security architecture, Split Clouds, which protects the information stored in a cloud, while 
the architecture lets each organization hold direct security controls to their information, instead of leaving them 

to cloud providers. The core of the architecture consists of real-time lineage summaries, in-line security gateway 

and shadow auditor. By the combination of the three solutions, the architecture will prevent malicious activities 

performed even by the security administrators in the cloud providers [21]. 

 

III. Google File System Architecture  

  
Fig. 1 System Architecture. 

 

A GFS cluster consists of a single master and multiple chunkservers and is accessed by multiple 
clients. The basic analogy of GFS is master maintains the metadata; client contacts the master and retrieves the 

metadata about chunks that are stored in chunkservers; next time, client directly contacts the chunkservers. 

Figure 1 describes these steps more clearly. Each of these is typically a commodity Linux machine running a 

user-level server process. Files are divided into fixed-size chunks. Each chunk is identified by an immutable and 

globally unique 64 bit chunk handle assigned by the master at the time of chunk creation. Chunkservers store 

chunks on local disks as Linux files and read or write [5].  

Chunk data specified by a chunk handle and byte range. For reliability, each chunk is replicated on 

multiple chunk servers. By default, three replicas are stored, though users can designate different replication 

levels for different regions of the file namespace. The master maintains all file system metadata. This includes 

the namespace, access control information, the mapping from files to chunks, and the current locations of 

chunks. It also controls system-wide activities such as chunk lease management, garbage collection of orphaned 
chunks, and chunk migration between chunk servers. 

The master periodically communicates with each chunk server in Heartbeat messages to give it 

instructions and collect its state. GFS client code linked into each application implements the file system API 

and communicates with the master and chunk servers to read or write data on behalf of the application. Clients 

interact with the master for metadata operations, but all data-bearing communication goes directly to the 

chunkservers. Neither the client nor the chunkservers caches file data. Client caches offer little benefit because 

most applications stream through huge files or have working sets too large to be cached. Not having them 

simplifies the client and the overall system by eliminating cache coherence issues. (Clients do cache metadata, 

however.)  Chunkservers need not cache file data because chunks are stored as local files and so Linux‟s buffer 

cache already keeps frequently accessed data in memory. Before going into basic distributed file system 

operations like read, write, we will discuss the concept of chunks, metadata, master, and will also describe how 

master and chunkservers communicates. 
In the domain of data analysis, we propose GFS and Map Reduce paradigm and its open-source implementation 

in Hadoop , in terms of usability and performance : 

1. GFS Multinode Configuration( GFS Master) 

2. Client registration and Login facility(GFS client) 
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3. Cloud Service Provider 

4. GFS Read/Write Algorithm using map reduce. 

5. Encryption/Decryption of Data for security 
6. Administration of client files(Third Party Auditor) 

 

3.1 GFS Multinode Configuration ( GFS Master): Master is a single process running on a separate machine 

that stores all metadata, e.g. file namespace, file to chunk mappings, chunk location information, access control 

information, chunk version numbers, etc. Clients contact master to get the metadata to contact the chunkservers. 

Master and chunkservers communicate regularly to obtain the state, if the chunkservers is down, if there is any 

disk corruption, if any replicas got corrupted, which chunk replicas store chunkservers, etc. Master also sends 

instruction to the chunkservers for deleting existing chunks, creating new chunks.The Apache Hadoop software 

library is a framework that allows for the distributed processing of large data sets across clusters of computers 

using simple programming models. It is designed to scale up from single servers to thousands of machines, each 

offering local computation and storage. Rather than rely on hardware to deliver high-availability, the library 
itself is designed to detect and handle failures at the application layer, so delivering a highly-available service on 

top of a cluster of computers, each of which may be prone to failures [6]. Hadoop was inspired by MapReduce, 

framework in which an application is broken down into numerous small parts. Any of these parts (also called 

fragments or blocks) can be run on any node in the cluster.  

 

3.2 Chunk: Chunk in GFS is very important design decision. It is similar to the concept of block in file systems, 

but much larger than the typical block size. Compared to the few KBs of general block size of file systems, the 

size of chunk is 64 MB. This design was to help in the unique environment of Google. As explained in the 

introduction, in Google‟s world, nothing is small. They work with TBs of data and multiple-GB files are very 

common. 

Their average file size is around 100MB, so 64MB works very well for them; in fact it was needed for 

them. It has few benefits, e.g. it doesn‟t need to contact master many times, it can gather lots of data in one 
contact, and hence it reduces client‟s need to contact with the master, which reduces loads from the master; it 

reduces size of metadata in master, (bigger the size of chunks, less number of chunks available. e.g. with 2 MB 

chunk size for 100 MB data, we have 50 chunks; again with 10 MB chunk size for same 100 MB, we have 10 

chunks), so we have less chunks and less metadata for chunks in the master; on large chunks the client can 

perform many operations; and finally because of lazy space allocation, there are no internal fragmentation, 

which otherwise could be a big downside against the large chunk size. 

 

3.3 Metadata: The master stores three major types of metadata: the file and chunk namespaces, the mapping 

from files to chunks, and the location of each chunk‟s replicas. Among these three, the first two types 

(namespaces and file-to-chunk mapping) are kept persistent by keeping the log of mutations to an operation log 

stored on the master‟s local disk. This operation log is also replicated on remote machines. In case the master 
crashes anytime, it can update the master state simply, reliably, and without risking inconsistency with the help 

of these operation logs. The master doesn‟t store chunk location information persistently, instead it asks each 

chunkservers about its chunks when it starts up or when a chunkserver joins the cluster. 

 

Key GFS Features: 

 Scale-Out Architecture - Add servers to increase capacity 

 High Availability - Serve mission-critical workflows and applications 

 Fault Tolerance - Automatically and seamlessly recover from failures 

 Flexible Access – Multiple and open frameworks for serialization and file system mounts 

 Load Balancing - Place data intelligently for maximum efficiency and utilization 

 Chunk Replication- Multiple copies of each file provide data protection and computational performance 

 Security - POSIX-based file permissions for users and groups with optional LDAP integration[8]. 

 
Fig.2  GFS data distribution[8] 

Data in  GFS is replicated across multiple nodes for compute performance and data protection. 
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3.2 Client registration and Login facility(GFS client) 

It provide Interface to Login. Client can upload the file and download file from cloud and get the 

detailed summery of his account. In this way security is provided to the client by providing client user name and 
password and stores it in database at the main server which ensures the security. Any data uploaded and 

downloaded, log record has each activity which can be used for further audit trails. With this facility, it ensures 

enough security to client and data stored at the cloud servers only can be modified by the client. 

 

3.3 Cloud Service Provider(Administrator) 

It is administration of  user and data.Cloud service provider has an authority to add and remove clients. 

It ensures enough security on client‟s data stored at the cloud servers. Also the log records of each registered 

and authorize client  on cloud only can access the services. This specific client log  record is helps in improve  

security. 

 

3.4 GFS Read/Write Algorithm using map reduce 
Map-Reduce is a programming model and an associated implementation for processing and generating 

large datasets that is amenable to a broad variety of real-world tasks. Users specify the computation in terms of a 

map and a reduce function also Users specify a map function that processes a key/value pair to generate a set of 

intermediate key/value pairs, and a reduce function that merges all intermediate values associated with the same 

intermediate key. Programs written in this functional style are automatically parallelized and executed on a large 

cluster of commodity machines. The run-time system takes care of the details of partitioning the input data, 

scheduling the program's execution across a set of machines, handling machine failures, and managing the 

required inter-machine communication. This allows programmers without any experience with parallel and 

distributed systems to easily utilize the resources of a large distributed system[7]. MapReduce is a massively 

scalable, parallel processing framework that works in tandem with HDFS. With MapReduce and Hadoop, 

compute is executed at the location of the data, rather than moving data to the compute location; data storage 

and computation coexist on the same physical nodes in the cluster. MapReduce processes exceedingly large 
amounts of data without being affected by traditional bottlenecks like network bandwidth by taking advantage 

of this data proximity[8]. 

Our implementation of GFS Read/Write Map-Reduce Algorithm runs on a large cluster of commodity 

machines and is highly scalable. Map-Reduce is Popularized by open-source Hadoop project. Our GFS 

Read/Write Map-Reduce Algorithm works on processing of large files by dividing them on number of chunks 

and assigning the tasks to the cluster nodes in GFS multimode configuration. In these ways our proposed File 

Splitting Map-Reduce algorithm improves the Utilization of the Cluster nodes in terms of Time, CPU, and 

storage.  

 
Fig.3  programming framework. 

 

Applying a map operation to each logical „record‟ in our input in order to compute a set of intermediate 

key/value pairs, and then applying a reduce operation to all the values that shared the same key, in order to 

combine the derived data appropriately. Our use of a programming model with user specified map and reduce 

operationsallows us to parallelize large computations easily [7]. It enables parallelization and distribution of 

large scale computations, combined with an implementation of this interface that achieves high performance on 

large clusters of commodity PCs. 

 

3.4.1 Programming Model 

GFS Read/Write Map-Reduce Algorithm -  

In this scenario clients is going to upload or download file from the main server where the file splitting 

map-reduce algorithm going to execute. On main server the mapper function will provide the list of available 

cluster I/P addresses to which tasks are get assigned so that the task of files splitting get assigned to each live 

clusters. File splitting map-reduce algorithm splits file according to size and the available cluster nodes.   

 



Comparative Analysis, Security Aspects & Optimization of workload in GFS based Map… 

DOI: 10.9790/0661-17144148                               www.iosrjournals.org                                                   45 | Page 

The computation takes a set of input key/value pairs, and produces a set of output key/value pairs. The 

user of Map-Reduce library expresses the computation as two functions: Map and Reduce[7]. 

Map, Written by user, takes an input pair and produces a set of intermediate key/value pairs. The Map-
Reduce library groups together all intermediate values associated with the same intermediate key and passes 

them to the Reduce function[7]. 

Read Algorithm-  

We have explained the concept of chunk, metadata, master, and also briefly explained 

theCommunication process between client, master, and chunk servers in different sections. Now we will explain 

few basic operations of a distributed file systems, like Read, Write and also Record Append that is another basic 

operation for Google. In this section, we will see how the read operation works 

Following is the algorithm for the Read operation, with Figures explaining the part of the algorithm. 

1. Application originates the read request 

2. GFS client translates the request form (filename, byte range) -> (filename, chunk index), and sends it to 

master 
3. Master responds with chunk handle and replica locations (i.e. chunk servers where the replicas are stored). 

4. Client picks a location and sends the (chunk handle, byte range) request to the location. 

5. Chunk server sends requested data to the client 

6. Client forwards the data to the application. 

 

Write Algorithm- 

1. Application originates the request 

2. GFS client translates request from (filename, data) -> (filename, chunk index), and sends it to master 

3. Master responds with chunk handle and (primary + secondary) replica locations. 

4. Client pushes write data to all locations. Data is stored in chunkservers‟ internal buffers. 

5. Client sends write command to primary 

6. Primary determines serial order for data instances stored in its buffer and writes the instances in that order 
to the chunk 

7. Primary sends the serial order to the secondary‟s and tells them to perform the write. 

8. Secondary‟s respond to the primary 

9. Primary responds back to the client 

 

3.5Encryption/decryption for data security by using RSA Algorithm 

In this, file get encrypted/decrypted by using the RSA encryption/decryption algorithm.RSA 

encryption/decryption algorithm uses public key & private key for the encryption and decryption of data.Client 

upload the file along with some secrete/public key so private key is generated &file get encrypted. At the 

reverse process by using the public key/private key pair file get decrypted and downloaded.Like client upload 

the file with the public key and the file name which is used to generate the unique private key is used for 
encrypting the file.  

In this way uploaded file get encrypted and store at main servers and then this file get splitted by using 

the File splitting map reduce algorithm which provides unique security feature for cloud data. In a reverse 

process of downloading the data from cloud servers, file name and public key used to generate secrete and 

combines the all parts of file and then data get decrypted and downloaded which ensures the tremendous amount 

of security to cloud data. 

 

 
Fig.4  encryption/decryption. 
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3.6 Administration of client files(Third Party Auditor) 

This module provides facility for auditing all client files, As Various activities are done by Client. Files 

Log records and got created and Stored on Main Server. For each registered client Log record is get created 
which records the various activities like which operations (upload/download) performed by client.Also Log 

records keep track of time and date at which various activities carried out by client. For the safety and security 

of the Client data and also for the auditing purposes the Log records helps.Also for the Administrator Log record 

facility is provided which records the Log information of all the registered clients. So that Administrator can 

control over the all the data stored on Cloud servers.Administrator can see Client wise Log records which helps 

us to detect the fraud data access if any fake user try to access the data stored on Cloud servers. 

Registered Client Log records: 

 

 
Fig.5 List of Log records of clients. 

 

Registered Specific Client Log records: 

 
Fig.6 Log record specific client. 

 

IV. Results 

Our results of the project will be explained well with the help of project work done on number of 

clients and one main server (master) on GFS architecture based on map reduce framework and then three to five 

secondary servers(chunk servers).So then we have get these results after comparison with FTP file processing 

approach   on three parameters taken into consideration like 

1) Time Utilization. 

2) CPU Utilization. 
3) Storage Utilization. 

Our evaluation examines the improved utilization of Cluster nodes i.e. Secondary servers by uploading 

and downloading files on GFS Architecture  versus FTP from three perspectives. First is improved time 

utilization and second is improved CPU utilization also the storage utilization also get improved tremendously. 
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4.1 Results for time utilization 

 
Fig.7  time utilization graph for uploading files. 

 

Fig. 8 shows time utilization for FTP and GFS for uploading files. These are: 
Uploading File Size(in Mb) Time (in sec) for FTP Time (in sec) for GFS 

2 10 2.5 

3 17.5 7.5 

4.2 20 10 

7 27 12.5 

 

 
Fig.8 time utilization graph for download files. 

 

Fig. 9 shows time utilization for FTP and GFS for downloading files. These are: 
Downloading File Size(in Mb) Time (in sec) for FTP Time (in sec) for GFS 

2 10 2.5 

3 17.5 7.5 

4.2 20 10 

7 27 12.5 

 

4.2 Results for CPU utilization 

 
Fig.9 cpu utilization graph for FTP files. 
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Fig.10 describes the CPU utilization for FTP files on number of  clusternodes. 

 
Fig.10 Describes CPU utilization graph on GFS on number of Cluster nodes. 

 

V. Conclusion 

We have proposed improved GFS distributed infrastructure that combines On-Demand allocation of 

resources with improved utilization, opportunistic provisioning of cycles from idle cloud nodes to other 

processes. A GFS infrastructure using map reduce configuration with improved CPU utilization and storage 

utilization is proposed using GFS read write Map-Reduce Algorithm. Hence all cloud nodes which remains idle 

are all get utilized  and also improvement in security challenges and achieves load balancing and fast processing 

of large data in less amount of time. We compare the FTP and GFS for file uploading and file downloading; and 

enhance the CPU utilization and storage utilization.  In this paper, we also proposed some of the techniques that 

are  implemented to protect data and propose architecture to protect data in cloud. This architecture was 
developed to store data in cloud in encrypted data format using RSA technique which is based on encryption 

and decryption of data. Till now in many proposed works, there is GFS configuration for cloud infrastructure. 

But still the cloud nodes remains idle and fault tolerance ,security of data related problems. Hence no such work 

on CPU utilization for FTP files versus GFS and storage utilization for FTP files versus GFS, we did. 

We contribute to an increase of the CPU utilization and time utilization between FTP and GFS. In our work also 

all cloud nodes are get fully utilized , no any cloud remain idle, also processing of file get at faster rate so that 

tasks get processed at less amount of time which is also a big advantage  hence improve utilization. We also 

implement RSA algorithm to secure the data, hence improve security. 
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