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Abstract: In distributed peer-to-peer systems, huge amount of data are dispersed. Grouping of those data from 

multiple sources is a tedious task. By applying effective data mining techniques the clustering of distributed data 

is become ease and this decreases the hurdles of clustering due to processing, storage, and transmission costs.  

To perform a dynamic distributed clustering, a fully decentralized clustering method has been proposed. HGD 

Cluster can cluster a data set which is dispersed among a large number of nodes in a distributed environment 

using hierarchal and grid based clustering techniques. When nodes are fully asynchronous and decentralized 

and also adaptable to stir, then HGD cluster will apply. The general design principles employed in the proposed 

algorithm also allow customization for other classes of clustering. It is fully capable of clustering dynamic and 

distributed data sets.  Using the algorithm, every node can maintain summarized views of the dataset. 

Customizing HGD Cluster for execution of the hierarchal-based and grid-based clustering methods on the 

summarized views is the main aim of the proposed system. Coping with dynamic data is made possible by 

gradually adapting the clustering model.  

 

I. Introduction 
 Generally, data mining (sometimes called data or knowledge discovery) is the process of analyzing 

data from different perspectives and summarizing it into useful information - information that can be used to 

increase revenue, cuts costs, or both. Data mining software is one of a number of analytical tools for analyzing 

data. It allows users to analyze data from many different dimensions or angles, categorize it, and summarize the 

relationships identified. Technically, data mining is the process of finding correlations or patterns among dozens 

of fields in large relational databases. The related terms data dredging, data fishing, and data snooping refer to 

the use of data mining methods to sample parts of a larger population data set that are (or may be) too small for 

reliable statistical inferences to be made about the validity of any patterns discovered. These methods can, 

however, be used in creating new hypotheses to test against the larger data populations. 
 Data mining uses information from past data to analyze the outcome of a particular problem or 

situation that may arise. Data mining works to analyze data stored in data warehouses that are used to store that 

data that is being analyzed. That particular data may come from all parts of business, from the production to the 

management. Managers also use data mining to decide upon marketing strategies for their product. They can use 

data to compare and contrast among competitors. Data mining interprets its data into real time analysis that can 

be used to increase sales, promote new product, or delete product that is not value-added to the company. 

 

II. Heading 
1. Dataset collection 
2.    Group pattern analysis 

3.    Group pattern analysis 

4.    Density calculation 

5.   Hash index maintenance 

6.   Bloom search option. 

 

III. Indentation and Equation 
1. Dataset collection 

The system utilizes dynamic datasets, where P2P groups are dynamic in nature and distributed systems 
change continuously, because of nodes joining and leaving the system, or because their set of internal data is 

modified. So the proposed system has the ability to handle dynamic data environment. So the initial process is to 

initiate the process with dataset collection. 

 

2.  Group pattern analysis 

The goal of this phase is to propose an efficient data mining mechanism for deriving object group 

prototypes and utilize the object tracking patterns for fast prediction. To facilitate collaborative data collection 
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processing in object tracking P2P networks, cluster architectures are usually used to organize P2P nodes into 

clusters. 

 

3. Implementation of HGD 

The third phase implements the hierarchical grid network for fast data summarization and search. This 

has the following process 

 Creation of the Grid Structure  

 Calculation of the block density  

 Sorting of the blocks  

 Identifying cluster centers  

 

4.   Density calculation 

5.   Hash index maintenance 

 Traversal of neighbour blocks and stores the results in hash index using bloom search. 
 

6.  Bloom search option. 

 

IV. Conclusion 
A summary and data search over distributed data is more tedious, to simply the task of data 

management over P2P, this introduced a new HGD cluster technique, which aims to identify and track the 

movement of objects. It provided the effective tracking mechanism in a distributed clustering environment. To 

address the group data management and summary problems in the distributed environment, the proposed system 

has discovered Grid and hierarchical clustering with ensemble algorithm. HGD first identified the necessity of 
an effective and efficient distributed clustering algorithm. Dynamic nature of data demands a continuously 

running algorithm which can update the clustering model efficiently, and at a reasonable pace. This improved 

existing GDCluster with different clustering mechanism named as HGDCluster a general fully decentralized 

clustering algorithm, and instantiated it for Grid-based and Hierarchical-based clustering methods. The proposed 

algorithm enabled nodes to gradually build a summarized view on the global data set hierarchical, and execute 

weighted clustering algorithms to build the clustering models. It reduces the cost of data management and 

summarization process over distributed environment. This utilizes the previous search results for fast data 

summarization, so this used bloom search mechanism. Finally the system shows the comparative results and 

efficiency of the proposed system. 
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