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Abstract: Cloud Computing is an evolving paradigm with altering definitions, but for this research task, it’s 

defined as a virtual infrastructure that presents shared data and communication era services. Load Balancing is 

any other essential issue of CC to balance the weight amongst numerous servers. It’s a mechanism that 

distributes the additional workload dynamically and flippantly throughout all of the servers. Animal Migration 

Optimization (AMO) is an algorithm which is the motivation of the animal behavior. There are several animal’s 

behavior have taken into consideration for the migration from one place to another. There are three rules which 

should be obeyed by all animals these are: Avoid collision with the neighbors, Move in a neighbor’s similar 

direction and Remain close to the neighbors. In the existing work, Round Robin is used which is very time 

uncontrollable and this algorithm allocate Virtual Machine to the task by not taking the load information on it. 

The Round Robin algorithm doesn’t exploit the tasks length, the capabilities of resource and priority. This 

makes the long completion of task and response time also higher for long tasks. In our proposed work we apply 

AMO technique which is the best technique to improve the load balancing in the cloud which shows in our 

results. In this work, firstly data center perform like population and after that AMO execute over data center. 

Position of animal defines as load of data center.CloudSim is utilized for the implementation CloudSim toolbox 

supports framework and conduct displaying of cloud framework segments, for example, data farms, virtual 

machines (VMs) and asset provisioning arrangements. This shows that our proposed technique is much better 

than the existing techniques as they performed the process in the less time and perform load balancing more 

efficiently 
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I. Introduction 

A Cloud is taxonomy of distributed and parallel system possessing a collection of virtualized and 

interconnected computers that are dynamically scheduled as one or more unified computing resources depend 

on service phase agreements recognized thru conciliation between the service provider and consumers. The 

cloud service model is illustrated below 

Cloud schematic plan is that the blueprint of the s/w package applications that utilize internet-accessible on 

demand service.  
 

Software as a Service (SaaS) 

Platform as a Service(Paas) 

Infrastructure as a Service (IaaS) 

Hardware as a Services (HaaS) 

Fig.1.Cloud Services Models 
 

loud architectures are underlying on infrastructure that is exploited only when its required that draw the 

needed resources on-demand and perform a specific job, then abandon the unneeded resources and usually 

influence of them later the job is completed. SaaS is a multi-tenant platform that utilizes general resources and a 

sole example of together the object code of an application along with the underlying database to support many 

customers simultaneously. The prime global players of SaaS are SalesForce, IBM, Microsoft, and Oracle. PaaS 

give developer with platform comprising each the systems and atmosphere containing the end-to-end life cycle 

of testing, deploying hosting and developing of complex web applications. Iaas is the delivery of computer IaaS. 

The usage depends on payment element is a key advantage of PaaS. Flexiscale, Rackspace and GoGrid etc are 

to name some instance for PaaS.  
 

Table 1 Cloud Deployment models [1] 
CLOUD COMPUTING DEPLOYMENT MODELS 

Private Cloud The cloud substructure is leased or owned  thru a sole 

organization and is operated merely for that organization 

Community 

Cloud  

many organizations which have same polices, goals, 

objects and concerns share the cloud substructure 

Public Cloud The largest group owns the substructure of cloud and 

sells cloud services to industries or public. 

Hybrid  It’s set of two or more clouds. 

Cloud Enables application and data probability 
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II. Load Balancing 
Load balancing (LB), in common, mentions to the technique of allocation and distribution of some 

tasks amongst the accessible resources in a well-organized process which further even and utilization. In 

computing, LB is a networking technique that distributes the workload across various computing resources for 

example computers and their n/w links, CPU or disk drives and cluster. The LB object remains to optimize 

resource utilizes, reduce the response time, increase throughput and avoid a sole resource from being 

overloaded. Load balancing is often implemented in software, although it can also be performed utilizing 

hardware or even the mixture of s/w and h/w. A load balancer, like an s/w program, listens on the port where 

external customer joins to access service. Request is transmitted thru the LB to the backend servers that answer 

to the LB in return. There may be also a privilege of a backup LB in case each the server is busy. In series to 

prevent a LB itself becoming a sole failure point, the implementation is completed to produce for longer 

replication and obtainability of sessions is done [2]. 

 

III. Load Balancing Algorithms 
A. Round Robin Algorithm 

It will utilize of time slice technique as the name mean it really works in round method where each 

node in the cloud atmosphere is fixed with slice time and each node has to wait for their turn to execute their 

job. In another words, it creates utilize of random sampling technique that signifies the main controller select the 

balancer arbitrarily to allow the load in case of some balance is heavily loaded. When compared to another 

algorithm the difficulty of round robin algorithm is smaller. 

B. Throttled Load balancing 

The Throttled algorithm will discover the precise node for allocating the newest job. The job manager 

will keep a list of node detail using index list; with that it assign a particular job to particular node. If the node is 

active to receive the particular job means it will receive and process otherwise it will wait for the other node 

requesting for processing. 

C. Connection Mechanism 

LB algorithm can also depend on tiny amount connection mechanism that is an element of the dynamic 

scheduling algorithm. It entails including the no. of connections for all servers dynamically to approximation the 

load. The LB records the connection no. of all servers. The no. of connection rises when the newest connection 

is transferred to it and reduces the no. when connection timeout or finishes happens. 

D. Min-Min Algorithm 

It Initial with a group of each unassigned tasks. Initial of each, shortest end time for all tasks is found. 

Then among these least times the minimum value is selected that are the least time among the entire the tasks on 

any resources. Then according to that least time, the task is schedule on the related machine. Then the execution 

time for each different jobs is updated on which system thru count the execution time of the assigned activity to 

the execution times of other jobs on that tool and assigned task is to eliminate from the listing of the jobs which 

might be to be assigned to the machines. Then once more the same process is followed until all the jobs are 

assigned on the resources. But this method has a main difficulty which it can lead to starvation [3]. 

 

Table. 2 comparison of load balancing algorithms [4] 

 
 

IV. Animal Migration 
Animal migration is the comparatively long-distance movement of individuals, typically on a periodic 

basis. It's detected in each chief animal collections, mammals, containing birds, fish, reptiles, 

amphibians, insects, and crustaceans. The trigger for the migration may be neighborhood weather, regional 

accessibility of meals, and the interval of the year or for the mating explanations. To be included as a true 

migration, and not just a local irruption or dispersal, the migration of the animals must be an seasonal or annual 

appearance, for example Northern hemisphere migrating birds south for the winter; or an essential home 

modification. 

https://en.wikipedia.org/wiki/Insect_migration
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For simplicity in explaining our unique animal migration optimization algorithm, we now utilize the next two 

idealized suppositions:  

1. The leader animal with highest quality of position will be retained in the next generation.  

2. The no. of available animals is fixed, and the animal will be replaced thru a novel separate with a 

probability. In this case, the animal will leave the group, and then a new animal will join the group [5]. 

 

V. Literature Survey 
Hussain A Makasarwala et al. [2016] this paper gives a genetic algorithm (GA) approach for LB in 

cloud. For population initialization, priority of request is considered based on their time. The idea behind the 

considering the priority is to get real world visualization. In Real World Scenario requests have some priorities 

which we can used for our Algorithm. Simulation of the proposed method is done using Cloud Analyst. 

Simulation Results shows that define method performs well then existing once with some real world picture [6]. 

Ronak R Patel et al. [2016] In the present paper, they focused on resource utilization and response time 

depend on GA but They modified that GA with the aid of partial population reduction method that will help to 

satisfy the request of user services. Cloud computing (CC) is a form in computer industry that has dissimilar 

opinions thru dissimilar investigators. But beyond those opinions, cloud has certain limitation also which 

necessities to be more focused. Basically cloud is depend on use par pay scenario identified by user’s services. 

But for all and each rewarding, which services cloud requirements certain predefine necessity conditions to 

follow that affect dissimilar parameters like response time, resource utilization, LB, indexing of resources 

besides jobs & etc[7].  

Matthias Sommer et al. [2016] a newest proactive VM migration policy exploiting forecasts in Cloud 

data centers exploiting detection of predictive overload. It utilizes short-word VM utilization forecasts depend 

on an ensemble forecasting method to approximation that host will be overloaded when the following migration 

procedure is triggered. A study in the CC toolkit CloudSim demonstrations that our predictive method 

diminishes the no. of service level agreement violations and the performance degradation because of VM 

migrations compared to VM migration algorithms implemented in CloudSim [8] 

Aarti Vig et al. [2016] this paper will present several method of LB in dissimilar cloud atmosphere, 

current load balancing method and also discuss several parameters like scalability, performance, resource 

utilization, fault tolerance, associative overhead [9]. 

Filipe Fernandes S B de Matos et al. [2016] this work presents a election policy project exploited for 

the balance of workloads amongst servers in a data center. The proposed policy will address power issues during 

its selection process. The VBalance policy will elect for migration, the VM which contributes mostly to the 

power consumption of the server thru exploiting the Multiple Linear Regression (MLR) model. Furthermore, a 

comparative analysis is made of the define result with other existing model, in sequence to evaluate the 

performance [10]. 

Sidra Aslam et al. [2015] in this paper, our object to confer a comprehensive and structured the 

research summary on LB algorithms in CC.The state of the art LB methods and tools over the session of 2004-

2015. We set current method object at confer load balancing in a fair way. With this classification we confer an 

easy and concise view of the underlying replica adopted thru all method [11].  

Reena Pan war et al. [2015] In the present paper, a dynamic load management algorithm has been 

define for distribution of the entire incoming request amongst the VM effectively. Additional, the performance 

is simulated thru exploiting Cloud Analyst simulator depend on several parameters as response time and data 

processing time etc. and compared the outcome with earlier designed algorithm VMAssign. Here outcomes later 

simulation has illustrate that the present algorithm has distributed the load uniformly among server thru efficient 

usage of resources uniformly [12]. 

 

VI. Proposed Work 
AMO is an algorithm which is the motivation of the animal behavior. There are several animal’s behavior have 

taken into consideration for the migration from one place to another. There are three rules which should be 

obeyed by all animals these are:  

1. Avoid collision with the neighbors 

3. Move in a neighbor’s similar direction 

4. Remain close to the neighbors. 

In the existing work, Round Robin is used which is very time uncontrollable and this algorithm allocate 

Virtual Machine to the task by not taking the load information on it. The Round Robin algorithm doesn’t exploit 

the tasks length, the capabilities of resource and priority. This makes the long completion of task and response 

time also higher for long tasks. 

In our proposed work we apply AMO technique to improve results, in this work firstly data center perform like 

population and after that AMO execute over data center. Position of animal defines as load of data center. 
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Proposed Algorithm:  

Step:1 Initialization of population   // where population is datacenter  

Step:2 Then we verify the fitness of data center 

Step:3 Find Pbest of datacenter  

Step:4 Find best fitted neighbor that is define as gbest  

Step:5 Update position of neighbors // define as load of data center  

Step:6 Now iteration execute for process execution  

Step:7 At each iteration data center changes for process execution. 

 

 
 

Fig.2 Proposed methodology 

 

VII. Result And Simulation 
This work implemented over cloudsim  

Table.3 implemented over cloudsim 
TOOL Cloudsim 

Datacenter 5 

VM 10 

Technique  AMO 

Iteration  10 

 

Propose Results (AMO) 

 
Fig.3 Enter number of VMs for starting cloudsim 

Result  

Table 4 Comparison Result between Existing and Proposed Techniques 
Existing technique finish time Propose technique finish time 

320.1 33.43 

320.1 40.1 

320.1 88.99 

320.1 151.04 

320.1 171.52 

320.1 200.1 

320.1 228.67 
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Fig.4 Comparision of base and proposed technique 

 

VIII. Conclusion 

It can be accomplished from results of execution that proposed AMO used selection of data centers in 

service broker policy works proficiently when it comes to resource consumption. It can also be observed that the 

total cost is similar for each data centers when proposed strategy utilizing AMO is utilized in experimentation 

when compared to conventional data center election algorithm. From the results of simulation it can be fulfilled 

that proposed algorithm works efficiently when it comes to resource deployment, processing time of the data 

center and response time of customer base. In future, we can implement more effectual policy to select data 

center with maximum number of resources required for processing of user requests and to process requests 

depend on priorities. 
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