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Abstract: Human Action Recognition is one of the important research area in computer vision and image 

processing field. A machine can be interacted and controlled by gestures and facial expression using the visual 

modality. Human action recognition can be seen as a bridge for machines to understand human body language, 

an intelligent interacting system between machines and humans which limits majority of input devices such as 

keyboard and mouse. Thus, producing an accurate and meaningful information on human activities and 

behaviours is one of the important tasks in pervasive computing. In this survey, we tried to focus on 

advancement of action recognition after yr. 2010. 
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I. Introduction 

To live in modern society, intelligent frameworks and administrations are required to support our 

collective and informative needs as social beings. Development and Improvements in programming and 

equipment innovations, for example, in microelectronics, mechatronics, discourse innovation, semantics, 

computer vision, and computerized reasoning are consistently driving new applications for work, relaxation, 

and versatility [1]. In computer vision, human action recognition is one of the most popular research area. With 

the technology melioration, it is required to forge an entity which can process the prodigious volume of visual 

records and prosecute auto-scrutiny. Some of its application comprises in vigilance systems, video analysis, 

web-video search and retrieval, quality-of-life devices for elderly people and a variety of systems that involves 

man-machine interaction [1] [2]. 

Human action can be defined as any specific behaviour asserted by the human body. In the prevailing 

gimmick, recognition of human behavior is imperative, but arduous job. Action recognition is imperative by 

seeing it as a resilient and visceral approach to promote more human-centred forms of man-machine interaction. 

However, the effort required to function these recognitions varies and are very complex due to wide range of 

sub goals such as unique identification of body parts, recognising gestures and classifying them. A basic 

methodology to recognise a human action is to detect human, segmenting and mapping the body attributes 

followed by the results. 

There is literature, previously done on human action recognition which involves different approaches 

to measure human actions. In [4], a review on full body actions is done. In this, the classification of action is 

studied on the basis of spatial and temporal structure of body movements. In [2] [3], hierarchal approach is 

reviewed to differentiate the human action recognition problems. In the review, human action is classified into 

two ways i.e., single layered approach and hierarchal approach. Based on the different approaches, there are 

further classification to recognize human actions which are based on different representation and learning 

methodologies as shown in figure 1.  

Volker Kruger [5], categorised and reviewed on the basis of scene, full body and with/without using 

body parts. Jose M. Chaquet and Enrique J. Carmona reviewed 68 datasets available for human action 

recognition within the time interval of 2001 to 2012. In this paper, it was concluded that out of all dataset 

available, Weizmann, KTH and CAVIAR are the most popular dataset used worldwide for research and 

development purposes. In [6], usage of fusing depth cameras and internal sensors is outlined which provides 3 

dimensional structure of human actions. Additionally a review of publically available dataset has been done. 

Teofilo E. de Campos[7] survey focus on the applications of the human action recognition in video survilliance 

for observing people in real time. An approach for attribute-based person recognition from large scale 

monitoring structure is also included in the same survey.  
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Figure 1: Classification of human activity recognition [2]. 

 

This paper thrust on new researches ideologies which are not discussed in previous surveys. In this 

survey, Human action recognition are categorised into three parts [8] i.e., Human body model based method, 

Holistic methods, local feature method. In section II, Human body based model is discussed thereafter Holistic 

methods for recognizing the human actions. Local feature based methods are then discussed in section IV. At 

last we concluded this survey in section V. 

 

II. Human Body Model Based Method 
The human body model based methodology of action recognition makes utilization of the bits of data 

which is extracted from the body parts of the human beings. The model mainly comprises of the two necessary 

principles [42]: The appearance of the body part of the human being in the image or video [43]. With the 

assistance of moving light display, the people can perceive the motions by depicting the movements of the 

fundamental joints of individuals. In the study performed by Johansson [42], established that the range between 

ten to twelve of the moving light displays which are in movement mixes in proximal boost have evoked the 

impression of human body motions. An extended approach of epipolar geometry that is the geometry of 

dynamic scenes is indicated in [43]. The system has been implemented in variety of sequences. The theory of 

chaotic systems in [44] have been used for action recognition. A complete set of new features are implemented 

in order to classify human body gestures that are dynamic in nature.   

A moving pose framework, consist of moving pose descriptor (MP) and a non-parametric kNN 

classifier, is proposed in [9] for recognizing actions in unsegmented order. To capture and represent 3D 

kinematic pose, frame descriptors are used along with MP descriptors, sequenced in time. To measure the 

differential quantity of joints, velocity of human pose is estimated thereafter pose normalization is performed to 

reduce noise from video frames. Classification of actions is performed during training to remove unrecognised 

actions from the video frame using kNN. In [10], proposed Bag of Poses classification model with weak poses 

for recognising human actions. To recognize 3D actions from a frame, action specific motion modelling is done 

thereafter PCA is applied to all the actions in order to remove the redundancy between the poselets. To compute 

a weak pose, SCD is used to place a sampled point on a shape in the origin of a radial coordinate system which 

are encoded into 5 bins of histogram. The calibration between rigid actions and weak poses is done via GPR and 

energy k-means is used for computing action’s vocabulary. For classifying actions, SVMs are used which is 

tested upon HumanEva and IXMAS dataset and produces nearly 79.2% action recognition rate.  

Jamie et al. [11], Introduced an approach to vaticinate 3D positions of body joints from a single depth 

static image. A highly diverse dataset of mocap allows deep decision forests to classify the human actions using 

depth invariable lineaments without overfitting. Using mean-shift with a weighted Gaussian kernel, per-pixel 

information is pooled across the pixels to produce 3D skeletal joints over the surface of body. The overall 

performance of the system results in achieving 0.731 mAP in synthetic dataset while in real test dataset 0.984 

mAP is achieved when ground truth of the body parts is known. Lu Xia, Chia-Chih and Aggarwal in [12] 

presented an invariable portrayal of actions using HOJ 3D descriptor. A histogram based representation of 

actions in which a posture is calculated using 12 joints. Using Kinect, these skeletal joint locations are extracted 

after which LDA is implemented to extracted dominant features. To classify sequential postures into actions, 

discrete HMM is trained, which results in overall 96.2% of recognition rate when 1/3rd of the MSRAction3D 

dataset samples are taken as training sets. The system produces 78.97% of accuracy in a cross subject test when 

half of these samples are used as training and rest are taken as testing sets.  

A real-time tracking based human action recognition is proposed in [13]. In this system depth frames 

are acquired using Kinect sensors in real time, which are then processed using OpenNI skeleton tracking 

algorithm. For pose estimation, orthogonal pose vectors are evaluated for every frame which is thought-out to 

be the key feature to evaluate any human posture. Angle of joints are used to represent posture which is used 
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with motion energy-based approach to achieve horizontal symmetry. To classify the processed result, HMM 

along with GMM is used to recognize human actions. A mid-level representation [14] is proposed alluded as 

dynamic postures. The dynamic stances are fit for coupling the neighbour data of movement autonomously and 

straightforwardly with the skeletal stances. A separation capacity for the represents that are alterable have been 

recommended. The prescribed technique which have been recommended makes utilization of element stances 

over crude skeletal stances in movement recognition utilizing bolster vector machine and codebook 

coordinating classifiers.  

The activities are arranged based upon the stances, movement and appearance given that the 

information of the video or time arrangement of skeleton has been given in [15]. The utilization of the structure 

has been to take in the movements which are skeletal and discriminative movement designs with the end goal of 

activity affirmation. A body part movement based element has been suggested likewise alluded as moving 

poselets have been utilized. Moving poselets compares to the body part setup while experiencing a particular 

development. A calculation has been proposed for the learning procedure of moving poselets and activity 

classifiers. The last result gives an unmistakable sign that the proposed technique offers a high recognition rate 

when contrasted with other existing methodologies.  

 

III. Holistic Based Method 
The holistic based technique for action recognition uses the data retrieved on individual's localization 

in real time datasets [45]. The silhouette and in addition the shape based components serves as one of the 

principle characteristic that have been utilized to represent the human dynamics and the body structure for 

recognition of actions in videos [51] [52]. The fundamental point of the holistic based strategy is not to utilize 

any of the data provided by the body parts of the people.  

An appearance and motion cues based human action recognition is implemented in [16]. The proposed 

methodology initialised by recognizing region of interest using EdgeBox on optical flow images. Every 

EdgeBox on the image gets a grade based on normalised magnitude of the optical flow signal which thenceforth 

used as input to the nets. A VGG-16 layered architecture based on convolutional model is selected for training 

spatio-temporal features separately. CNN features extracted are then fused and trained using linear SVM. A 

semiholistic approach for key pose selection and representation is proposed in [17] for recognizing human 

actions. For every video frame, EPFs are extracted to evaluate orientation, intensity and contour using image 

processing techniques. A subset of poses is selected to abolish redundancy which is adept using supervised 

AdaBoost learning algorithm. Weighted LNBNN classifier is proposed which employs kNN search, the 

algorithm curtail overall time to classify human actions and outperform state-of-art techniques with an average 

recognition rate of 94.8% in KTH dataset.  

In [18], two procedures have been proposed to extract the relevant features for recognizing actions. 

This procedure involves all-encompassing based elements to be extricated which are applied on a few 

information sets and extricating the focuses where the joints of individuals are found in poselets. An effectively 

accessible information MPI dataset has been utilized for recognition of activities. A correlation is additionally 

done so as to figure out the best system. A holistic based all-encompassing methodology is proposed in [19]. To 

represent human poselets, movements are consolidated in pixel change history image which is accomplished by 

part the pixel change history into different channels that are arranged comparing to distinctive directions. 

Invariant features are extricated from pixel change history images and Naive Bayesian model has been utilized 

for the procedure of recognition.  

Another method has been suggested in [20] for activity recognition based on all-encompassing 

elements and neighbourhood descriptors. The activity recognition structure utilizes outline differencing, 

highlight combination and sack of words methods. The two sorts of nearby descriptors i.e., 2D and 3D scale 

invariant feature transform for depiction of elements are utilized. Finally, SVMs has been utilized as a part of 

the work to train and test the framework. Xinxiao Wu et. al. [21] proposes spatio temporal context distribution 

feature for recognizing human activity in a temporal framework. To identify the dispersion of spatio-temporal 

feature set in video frames, multiple GMMs are implemented from different space-time scales obtained from 

global GMM using MAP. To train the model, AFMKL learning is proposed for coalescing spatio-temporal and 

local appearance dissemination characteristics which can adapt to multiple kernels by training it against 

different features. 

A human activity recognition in [22] has been developed by utilizing inertial sensor alongside 

profundity camera. Both the depth image and inertial sign elements are effective in terms of processing and 

recognition rate. These elements are actualized in computationally effective two collective classifiers on which 

a decision level combination must be performed. An activity signature based methodology in [23] has been 

proposed for recognizing human activities. A 1D direction is analysed by parsing 2D picture which contain 

movement highlights outline alluded as movement history picture. This direction signifies the change of the 

movement as for time. A system based upon the mixture of dynamic programming and Von Mises conveyance 
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for arrangement of successions are utilized to characterize the directions. A large portion of the work done in 

the field of activity recognition has been on the successions which are procured by the cameras which are 

stationary with some settled measure of interest focuses [49].  

At the point when the camera moves the directions took after by the different parts of the body 

contains not just the movement of the performing artist in the watched scene additionally the camera in 

movement [50]. In expansion to the movement of the camera the interest purposes of some activity in various 

situations results in an alternate number of directions. With a specific end goal to handle such sort of 

circumstances a multi view geometry between the two activities have been proposed in [24].  

A technique in [25], the system which has been utilized for recognition of activities of people where 

the elements must be separated from the districts encompassed alluded as an adverse space. The framework 

utilizes a division plan which is various levelled in nature, disposal of shadows, highlight extraction based upon 

shape, figuring of velocity, parcels of the areas and coordinating of grouping by time distorting which is alert. A 

similar approach is used in [26] [27], recognition of activities is performed in a grouping of video of 

discretionary length. Based upon the representation of sack of words and in addition idle semantic investigation 

demonstrate the procedure continues by edge and the redesigns of choice every once in a while.  

 

IV. Local Feature Based Method 
The local feature based approach implements the usage of local features for the process of action 

recognition. The most important principle involved is that there is no need of the data on localization of people 

or data of the model of human body. This technique has been a standout amongst the most exceptionally 

examined area in the field of action recognition.  

A two-stream deep CNN architecture combined using spatial stream CNN and temporal stream CNN is 

proposed by Karen and Andrew [28]. The spatial CNN hoist information about the objects described in a single 

video frame whereas the temporal CNN carries the movement of observer and objects across the frames. 

Optical flow displacement field is used to represent actions. To classify the actions, softmax scores is fused 

using either averaging or linear SVM to minimize over-fitting. Using SVM as a fusion method in unidirectional, 

multitasking temporal CNN, the recognition rate for this architecture is found to be maximum i.e., 87%. Bag of 

features in [47] have been utilized for recognizing human actions. The functionality of bag of features is in 

projecting a particular feature to a local co-ordinate system. Further the co-ordinates that are projected are 

integrated by using max pool approach to produce final system. Fisher vector encoding method in [48] makes 

use of the differences between the visual words and the features. Initially it creates a visual vocabulary where 

process of clustering is utilized. Later on, differences that are of second and first order between the visual 

vocabulary as well as local features.   

In [29], developed a 3D- CNN model which extracts features form both spatial and temporal 

dimensions. This model captures motion which then performs convolution and subsampling in different channel 

using contiguous frames. All channels are then calculated by merging to produce feature representation of the 

action. TRECVID dataset used for training, a bounding box for every human action within the video frame was 

calculated and extracted by the 3D CNN, leading to a cube which describes action of a single person. BoW 

feature is then calculated for each cube and classification of actions is done using linear SVM. Du Tran et al. in 

[30], proposed 3D CNN for spatial feature learning in a large scale supervised video dataset. To combine 

temporal information using deep nets, homogeneous temporal depth and varying temporal depth architectures 

are developed to study the behaviour of temporal depth in CNN. A 3D CNN with 3*3*3 kernel is used for 

spatiotemporal feature leaning. After training the architecture using SGD, C3D video descriptor is used to 

extract features. Linear multi-class SVMs are used for training and classifying action features. Recognition rate 

of human actions are measured Upto 90.4% which uses combination of C3D (3 nets), iDT and linear SVM.  

Pyry, Rahul and Sukthankar in [31], introduced feature seeding technique, which uses synthetic data to improve 

the rate of action recognition. In this, synthetic data is used for selecting latent features over the real-world 

dataset. To do that, a threshold should be met for deciding the similarity between similar types of features which 

can be used in synthetic and real-world dataset. This technique produces overall maximum recognition rate to 

68% in MSR dataset. Karinne et al. in [32], presented a technique to recognize human actions using extended 

ISA algorithm with PCA, which elicit spatio temporal features from 3D video blocks. The SCN model is trained 

greedily layer-wise over the network thereafter classification of local features is performed using SVMs. In 

order to infer activities, human actions and information of objects are observed. This information is then used to 

model a decision tree using C4.5 algorithm to classify the activities. 

Earnest and Krishna in [33], proposed fuzzy CNN for identifying human actions in temporal domain. 

To overcome the issue of alignment and complex limb operations for recognizing an action, feature extraction 

and classification of action components are evaluated using fuzzy membership functions and MOCAP 

information. Three joints (right/left hand & pelvis) are considered for tracking this information to compute 

displacement between right-left hand and between the joints to the ground which is then normalised using its 
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reference pose. The utilization of layered representation for the procedure of action recognition has been 

suggested in [34]. The fundamental point has been to execute a layered based probabilistic representation 

utilizing concealed markov model for performing the assignment of detecting, inferencing and to learn at 

numerous levels of worldly granularity. The utilization of representation in the prescribed framework for the 

conclusion of conditions of the action of the client based upon the constant surges of video, acoustic and PC 

connection.  

The assignment of human activity perception includes the predominance of the mid-level and in 

addition low level elements. Focus on action realization in video utilizing abnormal state highlights has been 

named as Action Bank [35]. The activity bank includes on a hefty portion of the considerable activity locators 

which can be extensively tested in the perspective and semantic space. The proposed representation has been 

matched with the bolster vector machine which is straight in nature whose execution has been great. A 

procedure of executing a spotting and perceiving constant human action realization framework by utilizing a 

vision sensor has been recommended in [36]. The recommended technique contains profundity MHI HOG, 

spotting of activities, displaying of activities and recognition. The principal errand to dispense with the closer 

view from the foundation of the picture has been by utilizing profundity MHI HOG. The second errand 

demonstrates the various types of activities by utilizing the removed components. The creating so as to display 

of activities executes the arrangements of activities with the assistance of k means clustering. These 

arrangements have been utilized as an information to the shrouded Markov model. 

The significant issue for recognition of human activities emerges when the body movements changes 

because of variety in degrees of movement of people. The part of cooperative energies inside of the model of 

activity recognition is focused in [37]. The subject of how collaboration can be utilized for the procedure of 

activity recognition have likewise been replied in the proposed work. The utilization of cooperative energies 

inside of the generative construction modelling of activity execution and additionally recognition has been one 

of the prescribed work. A bed adjusted guide descriptor has been discussed in [38]. The descriptor has been 

security cognizant, free of alignment representation of a solitary individual bed which has been gotten from a 

profundity camera. This serves an exceptionally handy method for observing uninterruptedly. The methodology 

has been utilized for recognition of both time variation and also static. The work depicts the abnormal state 

representation of the bed adjusted guide descriptor for an abnormal state of comprehension of the scene.  

Deep convolutional systems have discovered its way to the examination done in the field of grouping 

of images and in addition movement affirmation, one such work is described in [39] [46] [53]. For the fair-

minded mechanical autonomy applications, the degree of variety and advancement in real life foundations has 

been far higher than the information sets of PC vision. One such framework proposed in [36] which removes 

the locales from the picture which are expectedly fit for discovering the activities both in the periods of testing 

and preparing. The undertaking of perceiving activities in a video has been focused in [40]. The introductory 

work done in this field are based upon the measurements of the nearby video highlights. The work highlights 

the representation significance which has been gotten from human stances. One of the alternative procedure in 

particular the stance based recurrent neural network descriptor has been recommended for recognition of 

activities [54]. Different methodologies of transient accumulation and the stance based recurrent neural 

networks highlights have been gotten from the physically explained and consequently assessed human stances.   

Recurrent neural networks serve as a proficient strategy for anticipating and ordering the groupings. Recurrent 

neural networks can be utilized successfully as a part of request to encode the groupings and to give a powerful 

representation [41]. The approach utilized has been based upon the fisher vectors. In the fisher vectors the 

recurrent neural networks usefulness are on the era of the probabilistic models and the calculation of the 

halfway subsidiaries has been finished by utilizing back spread. The trial investigation has been finished by 

utilizing the successions. The arrangements utilized here are the picture annotation and video activity 

recognition.  

 

V. Discussion And Conclusion 
In this paper, we presented an extensive survey by summarizing the explored research techniques in 

the field of human action recognition. The survey reveals the milestones achieved during the past five or six 

years in recognising human actions and activities. We classified the existing techniques based on information on 

human body parts, people localization and local features. However, there still remain various arduous issues for 

perfecting the system and deploying in real-world. Some of the limitations which are common among various 

approaches includes camera calibrations, natural gestures, moving human segmentation and action vocabulary. 

These problems mainly arise due to insufficient realistic datasets and restricted environments while developing 

the system.  
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TABLE 1 HUMAN RECOGNITION CHART BETWEEN DIFFERENT APPROACHES 
M

et

h

o

d 

Author Key Features MSR 

Action 3D 

Dataset 

KTH 

Dataset 

Others 
M

o
d

el
 B

a
se

d
 A

p
p

ro
a
c
h

 

Mihai Zanfir et. al. 

[9] 

Non-Parametric Moving 

Pose Framework. 

91.70% 

 

- MSRDailyActivity: 73.80% 

Wenjuan Gong et. al. 

[10] 

Weak Pose Estimation. - - HumanEva: 91.1% 

IMAX: 79.20%  

Jamie Shotton et. al. 

[11] 

Body part inferencing using 

random decision forests. 

- - Synthetic Dataset: 0.731 mAP. 

Lu Xia et. al. [12] View invariant 3D skeletal 

joint representation.  

96.20% - - 

Georgios Th. 
Papadopoulos et. al. 

[13] 

Action representation based 
on spherical angles between 

joints. 

- - Grand Challenge: 76.03% 

Ran Xu et. al. [14] Dynamic Pose 

representation. 

- 91.2% UCF-Sports: 81.33% 

Lingling Tao et.al. 

[15] 

Learning framework for 

discriminative and 

interpretable patterns. 

93.60% - MSRDailyActivity: 74.50% 

Berkeley MHAD: 100% 

A Yilma et. al. [43] Multi-view geometry 
between 2 actions.  

- - - 

Saad Ali et. al. [44] Analysing non-linear 

dynamics using chaotic 
model. 

- - Weizmann: 92.6% 

H
o

li
st

ic
 A

p
p

ro
a
c
h

 

Li Liu et. al. [17] Representing human posture 

using Extensive Pyramidal 

Features. 

- 94.8% Weizmann: 100% 

IMAX: 94.5% 

HMDB51: 49.3% 

Xinghua Sun et. al. 

[20] 

Unified action recognition 

framework fusing local 

descriptors and holistic 

features. 

- 94.0% Weizmann: 97.8% 

Xinxiao Wu et. al. 

[21] 

Context distribution  

feature based on STIPs. 

- 94.5% UCF Sport: 91.3% 

Chen C. et. al. [22] Use of inertial sensor and 
depth camera on previously 

developed sensor fusion 

method. 

- - UTD-MHAD: >97% 

Calderara S. et. al. 

[23] 

Novel holistic representation 

of actions based upon 

motion history image. 

- - Subset of frames collected from 

25 videos: >95% 

Yilma A. et. al. [24] Use of geometry of dynamic 
scenes for the cameras in 

motion 

- - Own database: Good accuracy rate 

Shah Atiqur Rahman 
et. al. [25] 

Region based technique to 
recognize human actions in 

negative space. 

- 95.49% Weizmann: 100% 
 

Yu-Gang Jiang et. al. 

[26] 

Bag of features 

representation. 

- - Hollywood2- 59.5% 

Olympic Sports-80.6%  
HMDB51- 40.7% 

Ping Guo et. al. [27] Use of bag of words 

representation as well as 
probabilistic latent semantic 

analysis model. 

- 91.8% Weizmann: 81.3% 

J. Yamato et. al. [45] Feature based bottom up 

approach. 

- - 10 mixed data sets-78.5 % and 

70.8% 

Mona M. Moussa et. 

al. [49] 

Detection of interest points 

using SIFT technique. 

- 97.89% Weizmann: 96.66% 

Ning Xu et. al. [50] Accuracy under multi view 

scenario.  

- - M2I:75.7%/72.8% and 76.5%/ 

75.4% 

Di Wu et. al. [51] Correlation between actions. - - IMAX:83.6%, 90.3%, 89.4%, 

89.8% and 78.8% 

L
o
c
a
l 

F
e
a

tu
r
e
 B

a
se

d
 Karen Simonyan et. 

al. [28] 
Use of convolution neural 
network. 

- - UCF-101: 87.0% 
HMDB-51: 81.5%  

Shuiwang Ji et. al. 

[29] 

Extraction of both temporal 

and spatial dimensions. 

- - TRECVID Data: 90.2% 

Du Tran et. al. [30] Spatio temporal feature 
learning. 

- - UCF-101: 52.8% 

Pyry Matikainen et. 

al. [31] 

Synthetic data to search for 

robust features. 

- - MSR: 68.0% 

Karinne Ramirez- Automatic generation of - - Own dataset: 82% 
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Amaro et. al. [32] semantic rules. 

Earnest Paul Ijjina et. 

al. [33] 

MOCAP Tracking. - - MHAD: 99.248% 

Sreemanananth 

Sadanand et. al. [34] 

Action Bank - 98.2% UCF Sports: 95.0% 

UCF50: 57.9% 
HMDB-51: 26.9% 

Fahimeh 

Rezazadegan et. al. 
[35] 

Action region informed by 

optical flow. 

- - UCF101: 69.98%  

Nuria Oliver et. al. 

[36] 

Use of layered probabilistic 

representations. 

- - Own dataset:72.68%, 99.7% 

Hyukmin Eum et. al. 
[37] 

Depth MHI HOG. - - Weizmann: 98.21% 

Manuel Martinez et. 

al. [38] 

Use of BAMs. - - BAM Dataset: 97% 

Guy Lev et. al. [40] Use of fisher vectors I 

RNNs. 

- - HMDB-51: 67.71%  

UCF101: 94.08% 

Guilhem Cheron et. 

al. [41]  

Aggregation of motion and 

appearance information of 
parts of human body.  

- - JHMDB: 79.5%, 72. 2% 

MPII Cooking: 71.4% 
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