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Abstract: Cellular mobile communication system has been widely applied in mobile communication. The usual 

methods utilize the base stations (BS) to position the target mobile station (MS). In this research, we employ 

inverse matrices to calculate the values of weighted geometric dilution of precision(WGDOP)with thesubsets of 

the BSs. The BSssubset which owns the minimum value of WGDOP should have the higher precision of locating 

the mobile station. Then, we propose the method of positioning the mobile stationwithback propagation neural 

network (BPNN). In this proposed scheme, we should obtain the training data first. Next, it needs to classify the 

several classes from training data, confirm the input information and construct the corresponding architectures 

of neural network with those classes. After training stage, the evaluation of trained model with the testing data 

is necessary.In the simulation results, we compare the residuals of the BS sets of the threesmallest values of 

WGDOP and the performances ofthe positioning method with BPNN and other algorithms. 

Keywords:MobileCommunicationSystem, Weighted Geometric Dilution of Precision (WGDOP), Artificial 
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I. Introduction 
Due to increasingof mobile devices, local base services become a popular issue in mobile 

communication. Thus, lots of schemes for positioning have been published such as angle of arrival (AOA) [1], 

time of arrival (TOA) [2][3], time differences of arrival (TDOA) [4][5], received signal strength (RSS) 

[6].Cellular Communication System [7][8] consists of the center base station, the six nearest base stations and the 

mobile station. When the mobile station locates in the cell of the base station, that base station is called serving 

base station. It means that the serving base station has the lowest measurement error because it is closer the 

mobile station than other base stations. 

Weighted geometric dilution of precision [9] has been applied to evaluate the performance of the sets of 

satellites in global positioning system (GPS). If the value of WGDOP is smallest, the corresponding set of 

satellites has the best distribution in geometric relation.Nowadays, lots of intelligent algorithms for artificial 

neural network are published, such as gradient descent (GD), scaled conjugate gradient (SCG) [10], resilient 

back-propagation (Rprop) [11], and Levenberg-Marquardt (LM). 

In this study, we will construct the environment for simulating the cellular communication. It consists of 

the seven BSs, and the MS willgeneraterandomly in the area of the serving BS. Then, we will pick up the best set 

of the three BSs and the serving station by calculating the WGDOP values of all the sets. Afterwards, we can 

obtain the TOA information from the MS and the four BSs. With the distance information and the positions of the 

four BSs, the four circular equations will be derived. The MS must locate at the intersection range of the four 

circles. 

This paper proposed the method that uses Levenberg-Marquardt Algorithm in neuron network to 

estimate the location of theMS. The corresponding inputs will be the coordinates of the intersection points of the 

four BSs circles. And the outputs of  theneural network are the coordinates of the MS in estimation. 

 

II. Weighted geometric dilution of precision 
Geometric dilution of precision (GDOP) [12] is used to judge the geometry of measurement units, like 

satellites in GPS.The value of GDOP is calculated by the factors of distance in dimensions and time delay. 

The calculation of GDOP can apply to n-dimension environment scenario. For example, the distance in the 2-

DCartesianenvironment between the MS and the i-th BS can be expressed below. 

𝑟𝑖 =   𝑋𝑖 − 𝑥 2 +  𝑌𝑖 − 𝑦 2 + 𝑣𝑖 + 𝑐 × 𝑡𝑠    (1) 

where (x, y)denotes the position of the MS, and (Xi, Yi) denotes thei-th measurement unit, such as satellite in GPS 

or base station in cellular communication system.viis pseudo-range measurements noise, cis the speed of light, 

and ts is time shift. 
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Define the location nearby the MS to be(𝑥 , 𝑦 ).The distance between (𝑥 , 𝑦 )and the i-th BS can be 

expressed as equation (2). 

𝑟 𝑖 =   𝑋𝑖 − 𝑥  2 +  𝑌𝑖 − 𝑦  2     (2) 

Equation (2) can be rewritten as Equation (3) by Taylor series expansion. 

𝑟 𝑖 =   𝑋𝑖 − 𝑥 2 +  𝑌𝑖 − 𝑦 2 − 𝑒𝑖𝑥 ∙ 𝛿𝑥 − 𝑒𝑖𝑦 ∙ 𝛿𝑦     (3) 

𝑒𝑖𝑥 =
𝑥 −𝑋𝑖

𝑟 𝑖
 ,𝑒𝑖𝑦 =

𝑦 −𝑌𝑖

𝑟 𝑖
 

where 𝛿𝑥  and 𝛿𝑦are offsets between the MS(𝑥, 𝑦) and (𝑥 , 𝑦 ) in the 2-D Cartesian environment. 

Then, the residual∆𝑟𝑖between𝑟 𝑖  and𝑟𝑖will be derived as the following 

∆𝑟𝑖 = 𝑟𝑖 − 𝑟 𝑖 = 𝑒𝑖𝑥 ∙ 𝛿𝑥 + 𝑒𝑖𝑦 ∙ 𝛿𝑦 + 𝑣𝑖 + 𝑐 × 𝑡𝑠   (4) 

The relationship for alln measurement units can be linearized fromeq. (4):  

𝑧 = 𝐻𝛿 + 𝑉      (5) 

𝑧 =  

𝑟1 − 𝑟 1
𝑟2 − 𝑟 2

⋮
𝑟𝑛 − 𝑟 𝑛

  ,𝐻 =

 
 
 
 
𝑒1𝑥 𝑒1𝑦 1

𝑒2𝑥 𝑒2𝑦 1

⋮ ⋮ ⋮
𝑒𝑛𝑥 𝑒𝑛𝑦 1 

 
 
 

 ,𝛿 =  

𝛿𝑥

𝛿𝑦

𝑐 ∙ 𝑡𝑠

  , 𝑉 =  

𝑣1

𝑣2

⋮
𝑣𝑛

  

We can utilize the linear least squares (LLS) method to estimate the solution𝛿 𝐿𝐿𝑆. It is given by 

𝛿 𝐿𝐿𝑆 =  𝐻𝑇𝐻 −1𝐻𝑇𝑧      (6) 

If the pseudo-range errors of all n measurement units are uncorrelated and there has the same 

varianceσ
2
for them. The covariance matrix is expressed as the equation (7). 

𝐸[ 𝛿 𝐿𝐿𝑆 − 𝛿  𝛿 𝐿𝐿𝑆 − 𝛿 
𝑇

] = 𝝈 𝐻𝑇𝐻 −1    (7) 

𝝈 =

 
 
 
 
𝜎1

2 0 ⋯ 0

0 𝜎2
2 ⋯ 0

⋮ ⋮ ⋱ 0
0 0 ⋯ 𝜎𝑛

2 
 
 
 
, 𝜎1

2 = 𝜎2
2 = ⋯ = 𝜎𝑛

2 = 𝜎2 

Because of the same variance for n measurement units, the GDOP value is computed by the equation (8) 

below:  

𝐺𝐷𝑂𝑃 =  𝑡𝑟( 𝐻𝑇𝐻 −1)      (8) 

In the real environment, there are different variances in several measurement units. Thus, it is necessary 

to derive the form of weighted geometric dilution of precision (WGDOP). We applied the weighted least squares 

(WLS) method to estimate the solution for this case. 

𝛿 𝑊𝐿𝑆 =  𝐻𝑇𝑊𝐻 −1𝐻𝑇𝑊𝑧      (9) 

whereW denotes the matrix that consists of the reciprocals of variances corresponding to measurement units, 

respectively. 

𝑊 =

 
 
 
 
1/ 𝜎1

2 0 ⋯ 0

0 1/ 𝜎2
2 ⋯ 0

⋮ ⋮ ⋱ 0
0 0 ⋯ 1/ 𝜎𝑛

2  
 
 
 
    (10) 

The covariance matrix for WLS can be rewritten by the equation (5) and equation (9). It shows as 

𝐸[ 𝛿 𝑊𝐿𝑆 − 𝛿  𝛿 𝑊𝐿𝑆 − 𝛿 
𝑇

] =  𝐻𝑇𝑊𝐻 −1    (11) 

According to the equation (11), the WGDOP value is defined as 

𝑊𝐺𝐷𝑂𝑃 =  𝑡𝑟( 𝐻𝑇𝑊𝐻 −1)     (12) 

If the subset A of the measurement units has the smallest value of WGDOP besides all the subsets, it 

means that the subset A has the best geometry for positioning. 

 

III. Positioning in TOA trilateration method 
Due to the impact of non-light-of-sight (NLOS) errors, the measurement distanceRi from thei-thBS to 

the MS is larger than the true distanceri. It causes that there is the overlap with the three BSs as shown Figure 1, 

but not an intersection point. 
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Fig. 1.TOA Trilateration withNLOS errorand without NLOS error 

 

Therefore, lots of TOA positioning algorithms were applied to achieve the optimal estimation location 

with the least location error. Derive the intersection points from any pair of two BS circles and pick up those 

points which locate in the overlap of the three circles. For example, the points U,V,W are shown as Figure 1. 

Assume that there are three points as the vertices of the intersection area. Several methods use the geometry of 

the three measurement circles for estimating the position of the MS. 

 

(i) Averaging method 

The average method utilizes the vertices U,V,W of the intersection area to gain the solution  𝑥 𝑁 , 𝑦 𝑁  

expressed by the formula (13). 

𝑥 𝑁 =
𝑥𝑈 +𝑥𝑉 +𝑥𝑊

3
 ,𝑦 𝑁 =

𝑦𝑈 +𝑦𝑉 +𝑦𝑊

3
     (13) 

(ii)Distance-weighted method 

The weights of the points U,V,W are the core concept in this method. First, we will calculate the 

distance difrom the point U, V, W to the averaging point (𝑥 𝑁  , 𝑦 𝑁) derived by equation (13). 

𝑑𝑖 =   𝑥𝑖 − 𝑥 𝑁 2 +  𝑦𝑖 − 𝑦 𝑁 2, 𝑖 = U, V, W   (14) 

The estimation location of the MS will be determined by the following formula. 

 
 
 

 
 𝑥 𝑑 =

1

𝑑𝑈
×𝑥𝑈 +

1

𝑑𝑉
×𝑥𝑉 +

1

𝑑𝑊
×𝑥𝑊

1

𝑑𝑈
+

1

𝑑𝑉
+

1

𝑑𝑊

𝑦 𝑑 =

1

𝑑𝑈
×𝑦𝑈 +

1

𝑑𝑉
×𝑦𝑉+

1

𝑑𝑊
×𝑦𝑊

1

𝑑𝑈
+

1

𝑑𝑉
+

1

𝑑𝑊

      (15) 

The point closer to the averaging point will take the larger weight for estimating the MS. 

 

(iii) Taylor series algorithm (TSA) 

In this method [13][14], define the true position of the MS is  𝑥, 𝑦  and we should generate the initial 

estimation location of the MS as 𝑥𝑣 , 𝑦𝑣 .The relationship of  𝑥, 𝑦  and  𝑥𝑣 , 𝑦𝑣  can be expressed as 
𝑥 = 𝑥𝑣 + 𝛿𝑣𝑥

𝑦 = 𝑦𝑣 + 𝛿𝑣𝑦

𝑟𝑣𝑖 =   𝑋𝑖 − 𝑥𝑣 2 +  𝑌𝑖 − 𝑦𝑣 2

, i = 1,2,3    (16) 

where  𝛿𝑣𝑥  , 𝛿𝑣𝑦  denotes the residual of the estimation and the true position. And  𝑋𝑖  , 𝑌𝑖  is the coordination of 

the i-th BS. 

The true radius of the i-th BS can be linearized by equation (16) as the following equations. 

𝑟𝑖 ≅ 𝑟𝑣𝑖 + 𝑎𝑖𝑥 ∙ 𝛿𝑣𝑥 + 𝑎𝑖𝑦 ∙ 𝛿𝑣𝑦 , i = 1,2,3    (17) 

where 𝑎𝑖𝑥 =  𝜕𝑟𝑖

𝜕𝑥
 
𝑥𝑣 ,𝑦𝑣

 , 𝑎𝑖𝑦 =  𝜕𝑟𝑖

𝜕𝑦
 
𝑥𝑣 ,𝑦𝑣

 

Equation (17) can be rewritten as 

𝐴𝛿 ≅ 𝑍      (18) 
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where 𝐴 =  

𝑎1𝑥 𝑎1𝑦

𝑎2𝑥 𝑎2𝑦

𝑎3𝑥 𝑎3𝑦

  , 𝛿 =  
𝛿𝑥

𝛿𝑦
  , 𝑧 =  

𝑟1 − 𝑟𝑣1

𝑟2 − 𝑟𝑣2

𝑟3 − 𝑟𝑣3

  

The residual vector 𝛿 can be solved by the linear least square method as the equation below. 

𝛿 =  𝐴𝑇𝐴 −1𝐴𝑇𝑧      (19) 

In this method, the estimation position will be updated iteratively until the residual 𝛿reaches the 

minimum. 

 

IV. Neural networkand Levenberg-Marquardt algorithm 
The technique of neural network has been developing in recent decades. It is widely used to solve the 

classification problems and the optimization problems. The traditional architecture of neural network is made of 

the three types of layers: input layer, hidden layers and output layer. These layers consist of numerous neurons 

and there are weight links and biases between each neuron in the different layer, such as input layer to hidden 

layer, hidden layer to hidden layer, or hidden layer to output layer. The architecture is shown as Figure 2 below. 

The number of neurons in the input layer and the output layer corresponds to the input factors and the quantity 

of outputs in the problem to be solved. 

 

 
Fig. 2. Structure of neural network 

 

In the training stage, the error function𝐸is sum square error function, and it is definedas 

𝐸 =
1

2
   𝑒𝑙 ,𝑚 

2𝑀
𝑚=1

𝐿
𝑙=1      (20) 

where L denotes the number of observations, andM is the number of the output nodes. 𝑒 is the error ofthe output 

vector. 

𝑒𝑙 ,𝑚 = 𝑡𝑙 ,𝑚 − 𝑦𝑙 ,𝑚      (21) 

wheret is defined as the target output vector and y is the observed output vector. 

In the gradient descent method, the definition of gradient g can be expressed as 

g =
𝜕𝐸

𝜕𝒘
=  

𝜕𝐸

𝜕𝑤1

𝜕𝐸

𝜕𝑤2
⋯

𝜕𝐸

𝜕𝑤𝑁
 
𝑇

    (22) 

where w denotes the weight vector with N weights.Then, the update rule of the gradient descent method is the 

equation below. 

𝑤𝑘+1 = 𝑤𝑘 − 𝛼 ∙ g𝑘      (23) 

where α is the constant of learning rate.Gauss-Newton method utilizes Jacobian matrix J to construct the rule of 

weight updating. 

𝑤𝑘+1 = 𝑤𝑘 −  𝐽𝑘
𝑇𝐽𝑘 

−1
𝐽𝑘

𝑇𝑒𝑘     (24) 

𝐽 =

 
 
 
 
 
 
 
 
 
 
 

𝜕𝑒1,1

𝜕𝑤1

𝜕𝑒1,1

𝜕𝑤2
⋯

𝜕𝑒1,1

𝜕𝑤𝑁

𝜕𝑒1,2

𝜕𝑤1

𝜕𝑒1,2

𝜕𝑤2
⋯

𝜕𝑒1,2

𝜕𝑤𝑁

⋮ ⋮ ⋮ ⋮
𝜕𝑒𝐿−1,𝑀

𝜕𝑤1

𝜕𝑒𝐿−1,𝑀

𝜕𝑤2
⋯

𝜕𝑒𝐿−1,𝑀

𝜕𝑤𝑁

𝜕𝑒𝐿 ,1

𝜕𝑤1

𝜕𝑒𝐿 ,1

𝜕𝑤2
⋯

𝜕𝑒𝐿 ,1

𝜕𝑤𝑁

⋮ ⋮ ⋮ ⋮
𝜕𝑒𝐿 ,𝑀

𝜕𝑤1

𝜕𝑒𝐿 ,𝑀

𝜕𝑤2
⋯

𝜕𝑒𝐿 ,𝑀

𝜕𝑤𝑁  
 
 
 
 
 
 
 
 
 
 

 , 𝒆 =

 
 
 
 
 
 
 

𝑒1,1

𝑒1,2

⋮
𝑒𝐿−1,𝑀

𝑒𝐿,1

⋮
𝑒𝐿,𝑀  
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The Levenberg-Marquardt (LM)algorithm[15]combined the gradient descent method and Gauss-

Newton method. To guarantee that the Hessian matrix 𝐽𝑇𝐽 isinvertible, LM achieved the Hessian matrix by 

another form. The rule of weights updating is expressed as: 

𝑤𝑘+1 = 𝑤𝑘 −  𝐽𝑘
𝑇𝐽𝑘 + 𝜇𝐼 

−1
𝐽𝑘

𝑇𝑒𝑘     (25) 

where μ denotes the constant of adapting learning, and it is given as positive value.Iis the identity matrix. 

When μ decreases to nearly zero, the learning method will approach to Gauss-Newton method. If μ becomes 

greatly large, LM approximates to the gradient descent method and μ will be the constant of learning rate shown 

as equation (26). 

𝜇 =
1

𝛼
       (26) 

 

V. Neural networkarchitecture for positioning 
We proposed the scheme of positioning with BPNN in this paper. In Section II, we select the best 

subset from all the BSs by computing the values of WGDOP. Then, we can obtain the measuring circles by the 

positions of BSs and individual measurement distances. For example, if the subset that includes BS1, BS2, BS4 

and BS6 is the best subset, and it is shown as Figure 3 for the four BSs. We will utilize the coordination of the 

vertices of the intersection area as the inputs of the model.The true position of the MS is set as the output of the 

model. 

 
Fig. 3. The four base stations with the minimum WGDOP in the cellular communication system 

 

In our proposed scheme, we will train the two model of x and y in the 2-D Cartesian environment. At 

first, we should collect amounts of training data. Then, there are several types of data with different numbers of 

inputs. In other words, the number of vertices of the intersection area is not only four in all the scenarios. In 

other cases, there will be different numbers of vertices in the overlap. So, we should gather enough data to train 

the models of any possible situations. The architecture of the two models ofx and y is shown in Fig 4. 

 

 
Fig. 4(a). Structure of the model for estimating the coordination of x of the MS. 
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Fig. 4(b). Structure of the model for estimating the coordination of y of the MS. 

 

where (𝑥𝑖 , 𝑦𝑖) denotes the coordination of thei-th vertex of the intersection area, and  𝑥 , 𝑦   is the estimation 

location of the MS. In this paper, we use three hidden layers to construct the model. The tan-sigmoid function is 

used to be activation functions in the first and second hidden layer. The third one links to the output layer with 

pure linear function as activation function. 

 

 
Fig. 5. Flow chart of offline stage and online stage 

 

VI. Simulation Results 
In order to evaluate the performance of proposed method and other methods, we construct the 

environment with the cellular mobile communication system to simulate the position of the MS. In our scenario, 

we set the BSsas  0m, 0m ,  0m, 5000m ,  2500 3m, 2500m ,  2500 3m, − 2500m ,  0m, −5000m , 

 −2500 3m, − 2500m ,  −2500 3m, 2500m .The MS will generate at the cell of the BS1 with uniform 

distribution. It is shown as Figure 6. 
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Fig. 6. The cellular wireless communication system in simulations. 

 

We generated the 10000 samples and calculate the WGDOP value for each one. In the selection of BSs 

subsets, we use the four BSs in a subset. Because the MS always locates at the cell of the BS1, we choose the BS1 

in each subset. Thus, there are C(6,3) = 20 subsets in each sample. For the accurate estimation of the MS, we 

chose the subset with the minimum WGDOP to position the MS.  

In our simulations, there are the five situations with the two vertices to six vertices in the overlap of the 

four BSs circles. 

 
Number of 

vertices 
2 3 4 5 6 total 

Counts of 

Samples 
9 1846 8111 33 1 10000 

Table 1. The statistical results of  number of vertices and counts of samples. 

 

In general, the cases with three or four vertices occupy all the results. Therefore, we trained the two 

models of x and y with 10000 samples for each one. The evaluation of performance with BPNN and other 

algorithms for 10000 times positioning is shown as Figure 7. 

In the case with three vertices, all the location error of simulations with BPNN is lower than 210m. The 

averaging method, distance weight method and TSA are at least two times larger than BPNN.In another case for 

four vertices, the performance of positioning with BPNN is still better than other methods. 

 

 
Fig. 7(a). The CDF of location error with BPNN and other algorithms for the case with 3 inputs. 
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Fig. 7(b). The CDF of location error with BPNN and other algorithms for the case with 4 inputs. 

 

Next, we verified the performance of selecting different BSs subsets with worse WGDOP value. In the 

next simulation results, we utilized the BSs subsets with the smallest, the secondsmallest and the thirdsmallest 

value of WGDOP for positioning. The simulation results are shown as Figure 8. 

 

 
Fig. 8(a). The CDF of location error with different BSs subsets for the case with 3 inputs. 

 

 
Fig. 8(b). The CDF of location error with different BSs subsets for the case with 4 inputs. 
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In Figure 8, the location error of the BSs subset with the smallest WGDOP value is lower than the 

others. It indicates that the higher accurate positioning is correlated with the smaller value of WGDOP. Thus, 

selecting the best subset from all the measurement units is effective to raise the performance of positioning. 

 

VII. Conclusions 
In this paper, we validated the importance of selecting the subset by WGDOP value. Before positioning 

work, we can choose the best subsets by calculating the WGDOP values for optimal positing performance. It is 

effective to reduce the complexity of computing and remain the higher accuracy. 

We have proposed a scheme using the BPNN for positioning the mobile station by several sensors or 

measurement units.We set the coordination of vertices in the overlap of the selected measurement circles as the 

inputs. According to various situations of intersection points, we should establish multiple models corresponded 

to the number of vertices. In the simulation results, it is confirmed that the performance of the proposed method is 

better than averaging method, distance weight method and TSA. The architecture for positioning can apply to the 

communication systems, such as wireless sensor network, cellular wireless communication system or geometric 

precision system. 
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