
IOSR Journal of Mathematics (IOSR-JM) 

e-ISSN: 2278-5728, p-ISSN: 2319-765X. Volume 10, Issue 4 Ver. IV (Jul-Aug. 2014), PP 19-26 
www.iosrjournals.org 

www.iosrjournals.org                                                    19 | Page 

 

Modified two-step Simpson method for solving the fuzzy 

differential equations and the dependency problem 
 

Kanagarajan K, Muthukumar S, Indrakumar S 

Department of Mathematics, Sri Ramakrishna mission Vidyalaya College of Arts & Science 
Coimbatore – 641020. 

 

Abstract: In this paper, we study the numerical solution of fuzzy differential equations by using modified two-

step Simpson method. This method is adopted to solve the dependency problem in fuzzy computation. Examples 

are presented to illustrate the computational aspects of this method. 
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I. Introduction 
Fuzzy Differential Equations (FDE) are used in modeling problems in science and engineering. Most of 

the problems in science and engineering require the solutions of FDE which are satisfied by fuzzy initial 

conditions, therefore a Fuzzy Initial Value Problem(FIVP) occurs and should be solved. Fuzzy set was first 

introduced by Zadeh[20]. Since then, the theory has been developed and it is now emerged as an independent 

branch of Applied Mathematics. The elementary fuzzy calculus based on the extension principle was studied by 

Dubois and Prade[11]. Seikkala[19] and Kaleva[12] have discussed FIVP. Buckley and Feuring[10] compared 

the solutions of FIVP which where obtained using different derivatives. The numerical solution of FIVP by 

Euler's method was studied by Ma et al.[14]. Abbasbandy and Allviranloo[1, 2] proposed the Taylor method and 

the fourth order Runge-Kutta method for solving FIVP. Palligkinis et al.[17] applied the Runge-Kutta method 

for more general problems and proved the convergence for n-stage Runge-Kutta method. Mahmoud Mohseni 
Moghadam[15] studied the numerical solution of fuzzy differential equation by  two-step method. The 

dependency problem in fuzzy computation was discussed by Ahmad and Hasan[4] and they used Euler's method 

based on Zadeh's extension principle for finding the numerical solution of FIVP. Recently they adopted the 

same computation method to derive the fourth order Runge-Kutta method[7] for FIVP. In this paper, we study 

the dependency problem in fuzzy computations by using Modified two-step method. 

 

II. Preliminary concepts 
In this section, we give some basic definitions and notations. 

Definition 2.1.  Subset A
~

 of a universal set X is said to be a fuzzy set if a membership function )(~ x
A

  takes 

each object in X onto the interval [0, 1]. The function )(~ x
A

  is the possibility degrees to which each object is 

compatible with the properties that characterized the group. 

A fuzzy set XA 
~

 can also be presented as a set of ordered pairs 

   .:,
~

~ XxxxA
A

          (1)  

The support, the core and the height of A are respectively 

},)(:{)
~

(sup ~ xxXxAport
A

        (2)  

},1)(:{)
~

( ~  xXxAcore
A

        (3) 

).(sup)
~

( ~ xAhgt
A

Xx




          (4) 

Definition 2.2.  A fuzzy number is a convex fuzzy subset A of R, for which the following conditions are 

satisfied: 

(i) A
~

  is normalized i.e.   1
~
Ahgt ; 

(ii) )(~ x
A

  are upper semicontinuous; 

(iii)   )(: ~ xRx
A

 are compact sets for 10  , and 

(iv) })(:{ ~   xRx
A

 are also compact sets for 10  . 
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Definition 2.3. If F(R) is the set of all fuzzy numbers, and ),(
~

RFA  we can characterized A
~

 by its α-levels 

by the following closed-bounded intervals: 

,10],,[})(:{]
~

[ 21~    aaxRxA
A

      (5) 

.10],,[})(:{]
~

[ 21~    aaxRxA
A

                   (6) 

      Operation on fuzzy numbers can be described as follows: If )(
~

,
~

RFBA  , then for 10   

1. ];,[]
~~

[ 2211

 babaBA    ];,[]
~~

[ 2211

 babaBA                  

2. }];,,,max{},,,,[min{]
~~

[ 2212211122122111

 babababababababaBA                

3.   ;
~

0,,,max,,,,min~

~
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2
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1
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2
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a

B

A


































                

4. andsclarisswhereAsAs ;]
~

[]
~

[    

5.     .0,, 1111 jiforbaba jjii 


  

Definition 2.4.  A fuzzy process is a mapping )(:~ RFIx  , where I is a real interval [19].  This process can 

be denoted as: 

.10)],(~),(~[)](~[ 21   andIttxtxtx       (7) 

The fuzzy derivative of a fuzzy process x(t) is defined by 

.10)],('~),('~[)]('~[ 21   andIttxtxtx      (8) 

 

III. Fuzzy Initial value problem 
Consider the fuzzy initial value problem 

  ,
~

)0(,)(,
)(

0Xxtxtf
dt

tdx
          (9) 

where RRRf : is a continuous mapping and )(
~

0 RFX  with -level interval 

.10],~,~[]~[ 02010   xxx                     (10) 

When )(txx  is a fuzzy number, the extension principle of Zadeh leads to the following definition: 

.)},,(:)(sup{))(,( Rstfxsxtf                      (11) 

It follows that 

,10))],(,()),(,([))](,([ 21   txtftxtftxtf                    (12) 

where  

,10)]},(),([:),(min{))(,( 211   txtxwwtftxtf                 (13) 

.10)]},(),([:),(max{))(,( 212   txtxwwtftxtf                 (14) 

Theorem 3.1.  Let  f  satisfy  

,,,0),||,(|),(),(| *** Rxxtxxtgxtfxtf                   (15) 

where 
  RRRg :  is a continuous mapping such that ),( rtgr  is nondecreasing, 0the IVP 

,)0()),(,()( 0zztztgtz                      (16) 

has a solution on R for 00 z  and that 0)( tz  is the only solution of equation (15) for 00 z . Then the 

FIVP (10) has a unique fuzzy solution. 

Proof: See [19]. 

In the fuzzy computation, the dependency problem arises when we apply the straightforward fuzzy 

interval arithmetic and Zadeh's extension principle by computing the interval separately. This will affect errors 

in the approximations of some numerical computations; in the end, these possible errors can make the results be 

far from the correct results [8]. 

We now explain the dependency problem concept, consider the real value function 

.252)( 2  xxxf                       (17) 
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For a fuzzy number ]22,22[]
~

[  X two common ways can be applied to obtain )
~

(Xf . First, the 

straightforward fuzzy interval arithmetic: 

.2]22,22[5

}])22(),22)(22(,)22max{(

},)22(),22)(22(,)22[min{(2

2]22,22[5]22,22[2)]
~

([

22

22

2















Xf

            (18) 

If  0 , we get  

].20,16[)]
~

([ 0 Xf                   (19) 

The second is by applying Zadeh's extension principle separately, that is: 

.252)]
~

([ 2  XXXf 
                (20) 

For 0 , the solution is hence: 

]20,8[)]
~

([ 0 Xf .                 (21) 

The solutions of equation (19) and (21) are not the correct range of 
0]

~
[X . The correct one can be 

obtained by assuming the right hand side of equation (20) as one expression and then applying Zadeh's 

extension principle. According to this, the correct range is: 

]20,
8

9
[)]

~
([ 0 Xf .                  (22) 

Ahmad and Hasan in [5] developed a new computation method that can reduce the computational 

complexity and overestimation in the results. This method is based on the incorporation of the optimization 

technique into Zadeh's extension principle. This techniques requires the creation of partition on a fuzzy interval, 

which is defined as follows. 

        Let X
~

be a triangular fuzzy number defined by the three numbers 321 aaa  , with its graph having a 

triangular base on the interval ],[ 31 aa . For 10  , let )](),([)](~[ 21 txtxtx    be the  -level interval. 

To make the partition for this fuzzy interval, we divide this interval into subintervals using the discrete set of 

points 10 10  n   in [0,1], where ni
n

kii ,,1,
1

1   . 

For every nii ,,0,  ,  we get 

],,[],[],[],[],[]
~

[ 111111

2222211111


xxxxxxxxxxX iininnniiii       (23) 

where in the case of triangular fuzzy number, nn xx


21  . 

To compute  )
~

(
~

XfY   where f  is a real continuous function and X
~

 is a fuzzy number (as a triangular), we 

need to do it at each possibility level as follows: 

,)(min),(min,),(minmin
],[],[],[

1
1

2
1

221
1

11








 
xfxfxfy

xxxxxxxxx innii

i



              (24) 

,)(max),(max,),(maxmax
],[],[],[

2
1

2
1

221
1

11








 
xfxfxfy

xxxxxxxxx innii

i



             (25) 

where iy


1  and iy


2  are bounded values of iY


]
~

[  for ni ,,1 . The optimization problems in 

equation (24) and  (25) were computed and analytically discussed in [6] by using Brent's method [6]. Ahmad 

and Hasan [9] also proposed a new strategy to compute these optimization problems. The new computation 

method has a low complexity and has the ability to reduce the overestimation in the obtaining results. Ahmad 
and Hasan [4] applied this approach to extend the classical Euler's method. They compared their method with 

that of Ma et al.[14], where the results showed that there is overestimation in the computation using the latter 

method and the approximate solution does not converge to the exact solution. It diverged when time increases. 
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IV. A Modified two-step simpson method 

To obtain the Simpson method for numerical solution of the system (9), we integrate the system from 1rt  to 

1rt  and use the Simpson method for right hand side of 

.))(,()('
1

1

1

1











r

r

r

r

t

t

t

t
dssxsfdssx           (26) 

Therefore we have, 

 ,))(,())(,(4))(,(
3

)()( 111111   rrrrrrrr txtftxtftxtf
h

txtx  

   .))(,())(,(4))(,(
3

)()( 111111   rrrrrrrr txtftxtftxtf
h

txtx      (27) 

Equation (27) is an implicit equation in term of )( 1rtx . To avoid of solving such implicit equation, we will 

substitute )( 1rtx  by  ))(,('
2

))(,()(
2

rrrrr txtf
h

txthftx   in right hand side of (27). But we have 

))),(,())(,('
2

))(,()(,(

)))(,('
2

))(,()(,(

1

2

1

2

1

rrxrrrrrr

rrrrrr

txtftxtf
h

txthftxtf

txtf
h

txthftxtf









                           (28) 

where Tttt N  10  and  .,,1,0,1
0 Nrtt

N

tT
h rr 


   

For the fuzzy initial condition of equation (9), we modify the implicit modified Simpson method by 

taking into account the dependency problem in fuzzy computation. We consider the right-hand side of equation 

(27) as one function 

 )))(,()(,())(,(4))(,(
3

)(),,( 1111 rrrrrrrrrrr txthftxtftxtftxtf
h

txxhtV       (29) 

or by the equivalent formula 




























































,),('
2

))(,(,,

),('
2

))(,(),

),('
2

),(,4),(

3
)(),,(

11

2

1111

11

2

1111

11

2

11111

1

rrrrrrr

rrrrrr

rrrrrrrr

rrr

xtf
h

txtfhxtthf

xtf
h

txtfhxtf

xtf
h

xtfhxtfxtf

h
txxhtV

                       (30) 

Now, let )(
~

RFX  , the formula 











 

)(,0

);(),(
~

sup
))(

~
,,( ),,(1

Vrangevif

VrangevifxX
vXhtV

r

rrr
vhtVx

rrr
rrr                                                (31) 

can extend equation (30) in the fuzzy setting. 

Let ],[]
~

[ 2,1,


rrr xxX   represent the  -level of the fuzzy number defined in equation (31). We rewrite 

equation (31) using the  -level as follows: 

    .],[|),,(max,],[|),,(min)]
~

[,,( 2,1,2,1,


rrrrrrrr xxxxhtVxxxxhtVXhtV      (32) 

By applying equation (32) in (27) we get 

],[]
~

[ 2,11,11


  rrr xxX ,           (33) 

where 

 ],[|),,(min 2,1,1,1


rrr xxxxhtVx  ,        (34) 
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 ],[|),,(max 2,1,2,1


rrr xxxxhtVx  .                                                                                                    (35) 

or 

 








  ],[|))(,())(,(4))(,(
3

)(min 2,1,111111,1


rrrrrrrrrr xxxtxtftxtftxtf

h
txx ,  (36) 

  .],[|))(,())(,(4))(,(
3

)(max 2,1,111112,1








 


rrrrrrrrrr xxxtxtftxtftxtf

h
txx  (37) 

By using the computational method proposed in [5], we compute the minimum and maximum in equations (36), 

(37) as follows: 

,),,(min,),,,(min,),,,(minmin
],[],[],[

1,1
1

2
1

221
1

11








 
 xhtVxhtVxhtVx

xxxxxxxxx
r

innii

i



      (38)   

.),,(max,),,,(max,),,,(maxmax
],[],[],[

2,1
1

2
1

221
1

11








 
 xhtVxhtVxhtVx

xxxxxxxxx
r

innii

i



     (39) 

 

V. Numerical Examples 
In this section, we consider two examples to solve FDE under Seikkala's differentiability [19]. 

 
Example 5.1. Consider the following FIVP [7]. 































;5.0,0

;5.05.0,41

;5.0,0

)(
~

];2,0[),21()('

20

wif

wifw

wif

wX

ttxtx

                      (40) 

The exact solution of equation (40) is given by 

  .
2

)1(
,

2

)1(
)(

22



























 













 
  tttt eetX


 

The approximate fuzzy solution by proposed modified two-step Simpson method, the absolute results of the 

numerical fuzzy modified two-step Simpson method approximated solutions at 220 t . See Table 1 and Figure 

1 and 2. 

Table 1.The error of the obtained results with the exact solution at t=2.  

α 
AB2 Modified 2-step Exact Error AB2 Error Modified 2-step 

);(1 tx  );(2 tx  );(1 tx  );(2 tx  );(1 tx  );(2 tx  );(1 tx  );(2 tx  );(1 tx  );(2 tx  

0.0 -0.0668 0.0668 -0.0673 0.0673 -0.0677 0.0677 -8.01e-4 -8.01e-4 -3.42e-4 -3.42e-4 

0.1 -0.0634 0.0634 -0.0638 0.0638 -0.0642 0.0642 -7.60e-4 -7.60e-4 -3.25e-4 -3.25e-4 

0.2 -0.0598 0.0598 -0.0602 0.0602 -0.0605 0.0605 -7.16e-4 -7.16e-4 -3.06e-4 -3.06e-4 

0.3 -0.0559 0.0559 -0.0563 0.0563 -0.0566 0.0566 -6.70e-4 -6.70e-4 -2.86e-4 -2.86e-4 

0.4 -0.0517 0.0517 -0.0521 0.0521 -0.0524 0.0524 -6.20e-4 -6.20e-4 -2.65e-4 -2.65e-4 

0.5 -0.0472 0.0472 -0.0476 0.0476 -0.0478 0.0478 -5.66e-4 -5.66e-4 -2.42e-4 -2.42e-4 

0.6 -0.0422 0.0422 -0.0425 0.0425 -0.0428 0.0428 -5.06e-4 -5.06e-4 -2.16e-4 -2.16e-4 

0.7 -0.0366 0.0366 -0.0368 0.0368 -0.0371 0.0371 -4.38e-4 -4.38e-4 -1.87e-4 -1.87e-4 

0.8 -0.0299 0.0299 -0.0301 0.0301 -0.0303 0.0303 -3.58e-4 -3.58e-4 -1.53e-4 -1.53e-4 

0.9 -0.0211 0.0211 -0.0212 0.0212 -0.0214 0.0214 -2.53e-4 -2.53e-4 -1.08e-4 -1.08e-4 

1.0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
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Fig 1: The approximation of fuzzy solution by modified two-step Simpson method (h=0.1) 

 

The approximation fuzzy solutions by the proposed two-step method and Adams-Bashforth method of order two 

(AB2) are given by Figure 1 and 2 respectively. 

 
Fig 2 : Comparison between the exact, AB2, modified two-step Simpson method 

 

For this example, the comparison of the absolute local error between  two-step method, Adams-

Bashforth method of order two and with the fuzzy exact solution is given in Table 1 for various values of  -

level )1,9.0,1.0,0(   and fixed value of 220 t . The results show that two-step method is accurate than 

Adams-Bashforth method of order two. The graphical comparison of a fuzzy solution between the two-step 

method, Adams-Bashforth method of order two, and the exact solutions at fixed )1( 10 t  in figure 2(b). The 

behavior solutions of the end points of the fuzzy intervals of a fuzzy exact solution and of Two-step method and 

Adams-Bashforth method of order two fuzzy approximated solutions are plotted and compared in Fig 2(a) at 

01  . Fig 2 clearly shows that two-step method provides more accurate results than Adams-Bashforth 

method of order two. 
 

Example 5.2. Consider the following FIVP. 
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The exact solution of equation (42) is given by 
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.  

The approximate fuzzy solutions by proposed modified two-step Simpson method, the absolute results of the 



Modified two-step Simpson method for solving the fuzzy differential equations and the …. 

www.iosrjournals.org                                                    25 | Page 

modified two-step Simpson method approximated solutions at 220 t . See Table 2 and Figure 3 and 4. 

Table 2.The error of the obtained results with the exact solution at t=2. 

α 
AB2 Modified 2-step Exact Error AB2 Error Modified 2-step 

);(1 tx  );(2 tx  );(1 tx  );(2 tx  );(1 tx  );(2 tx  );(1 tx  );(2 tx  );(1 tx  );(2 tx  

0.0 -0.9816 0.9816 -0.9739 0.9739 -0.9738 0.9738 -0.0078 0.0078 -7.09e-5 7.09e-5 

0.1 -0.9312 0.9312 -0.9239 0.9239 -0.9238 0.9238 -0.0074 0.0074 -6.72e-5 6.72e-5 

0.2 -0.8780 0.8780 -0.8711 0.8711 -0.8710 0.8710 -0.0070 0.0070 -6.34e-5 6.34e-5 

0.3 -0.8213 0.8213 -0.8148 0.8148 -0.8147 0.8147 -0.0065 0.0065 -5.93e-5 5.93e-5 

0.4 -0.7603 0.7603 -0.7544 0.7544 -0.7543 0.7543 -0.0060 0.0060 -5.49e-5 5.49e-5 

0.5 -0.6941 0.6941 -0.6886 0.6886 -0.6886 0.6886 -0.0055 0.0055 -5.01e-5 5.01e-5 

0.6 -0.6208 0.6208 -0.6159 0.6159 -0.6159 0.6159 -0.0049 0.0049 -4.48e-5 4.48e-5 

0.7 -0.5376 0.5376 -0.5334 0.5334 -0.5334 0.5334 -0.0043 0.0043 -3.88e-5 3.88e-5 

0.8 -0.4390 0.4390 -0.4355 0.4355 -0.4355 0.4355 -0.0035 0.0035 -3.17e-5 3.17e-5 

0.9 -0.3104 0.3104 -0.3079 0.3079 -0.3079 0.3079 -0.0025 0.0025 -2.24e-5 2.24e-5 

1.0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

 

 
Fig 3 : The exact and approximation of fuzzy solution by modified two-step Simpson method  (h=0.1) 

 
Fig 4 : Comparison between the exact, AB2, modified two-step Simpson method 

 
The approximation fuzzy solutions by the proposed two-step method and Adams-Bashforth method of 

order two are given in Figure 3 and 4 respectively. 

In this example, we compare the solution obtained by two-step method with the exact solution and the 

solution obtained by Adams-Bashforth method of order two. We have given the numerical values in Table 2 

fixed value of 220 t  and for different values of . 

 

VI. Conclusion 
In this paper we used the modified two-step Simpson method for solving FIVP by taking into account 

the dependency problem in fuzzy computation. We compared the solutions obtained in two numerical examples. 

Two-step method provides as more accurate results than Adams-Bashforth method of order two. 
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