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#### Abstract

A production and sale system is considered. During the operation time a machine produces random number of products. After operation time, sale time starts, and it has one among two distinct distributions depending on the magnitude of production time is within or exceeding a random threshold magnitude. Two models are treated. In model I, the machine operation time has exponential distribution and the life time of the machine is governed by SCBZ property; repair, recruitment, production and sale times have general distributions. In model II, when the operation time is more than a threshold, the sales are done altogether and when it is less than the threshold, the sales are done one by one. Joint transforms of the variables, their means and Co-variances with numerical results are presented.
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## I. Introduction

In manufacturing models to get the return on investment and to pay minimum interest, it is natural that when the production time is more, the sale time is made short so as to cut cost. It has been noticed that when the units produced are more, financial supports for the customers are provided to clear products early. These are widely felt in perishable commodity sectors where many banking institutions provide required finance for the purchase. Storage systems of (s, S) type was studied by Arrow, Karlin and Scarf [1]. Such systems with random lead times and unit demand were treated by Danial and Ramanarayanan [2]. Models with bulk demands were analyzed by Ramanarayanan and Jacob [9]. Murthy and Ramanarayanan [5, 6, 7, 8] considered several (s, S) inventory systems. Kun-Shan Wu, Ouyang and Liang-Yuh [3] studied (Q, r, L) inventory model with defective items. Usha, Nithyapriya and Ramanarayanan [10] considered storage systems with random sales time depending on production. General Manpower and Machine system with Markovian production were analyzed by Hari kumar.k [4]. In this paper, two models are treated. In model I, the machine operation time is exponential and the life time of the machine is governed by SCBZ property; repair, recruitment, production and sale times have general distributions. Sales are done one by one. In model II, when the operation time is more than a threshold, the sales are done altogether and when it is less than the threshold, the sales are done one by one. The joint transforms, the means of production time, repair-recruitment times, sale time and Covariance of production and sale time with the numerical examples are presented.

## II. Model -I

### 2.1 Assumptions:

1. Inter-production times of products are independent and identically distributed (i.i.d.) random variables with $\operatorname{Cdf} F(X)$ and $\operatorname{pdf} f(x)$.
2. The sales time of products are independent with $\operatorname{Cdf} G(Z)$ and $\operatorname{pdf} g(z)$ and the products are sold one by one.
3. Sales of the products begin and the production is stopped when the machine fails or with probability $p$ when an employee leaves. When the machine is in operation the production is continued with probability $q$ when an employee leaves, $\mathrm{p}+\mathrm{q}=1$.
4. The repair time of the machine is general with $\operatorname{Cdf} R(y)$ and $\operatorname{pdf} r(y)$. The recruitment time of each employee is general with $\operatorname{Cdf}^{R_{1}}(y)$ and pdf $r_{1}(y)$. All recruitments and repair of the machine are done one by one when the machine is stopped.
5. The machine operation time has exponential distribution with parameter ' $\mathbf{a}$ '. If the machine does not fail within an exponential time with parameter ' $\mathbf{c}$ ', then the parameter ' $\mathbf{a}$ ' changes to ' $\mathbf{b}$ '.
6. The inter-departure time of employees have iid exponential distribution with parameter $\mu$.

### 2.2 Analysis:

The life time distribution of the machine is governed by SCBZ property in which the parameter changes after a random exponential time. Its pdf $\mathrm{h}(\mathrm{x})$ satisfies the following equation.

$$
\begin{equation*}
h(x)=a e^{-a x} e^{-c x}+\int_{0}^{x} c e^{-c z} e^{-a z} b e^{-b(x-z)} d z \tag{1}
\end{equation*}
$$

The first term of equation (1) is written considering the case that the machine fails before the parameter changes. The second term is written considering the parameter changes and then the failure occurs. On simplification the pdf becomes

$$
\begin{equation*}
h(x)=\alpha(c+a) e^{-(c+a) x}+\beta b e^{-b x} \tag{2}
\end{equation*}
$$

Here $\alpha=\frac{a-b}{c+a-b} \quad$ and $\quad \beta=\frac{c}{c+a-b}, \alpha+\beta=1$
The Cdf of the machine failure time is

$$
\begin{equation*}
H(x)=1-\alpha e^{-(c+a) x}-\beta e^{-b x} \tag{4}
\end{equation*}
$$

To study the model I , the joint probability density function of the three variables namely $(X, \hat{R}, \hat{S})$ where (i)
X is the operation time which is the minimum of the machine life time and manpower service time (ii) $\hat{R}$ is the sum of all repairs and recruitment times and (iii) $\hat{S}$ is the total sales time may be written as follows.
Using (2) and (4)

$$
\begin{align*}
f(x, y, z)= & {\left.\left[h(x)\left(\sum_{i=0}^{\infty} e^{-\mu x} \frac{(\mu x)^{i}}{\lfloor i} q^{i} r(y) \odot r_{1 i}(y)\right)\right]+(1-H(x))\left(\sum_{i=1}^{\infty} \mu e^{-\mu x} \frac{(\mu x)^{i-1}}{\lfloor i-1} q^{i-1} p r_{1 i}(y)\right)\right] } \\
& {\left[\sum_{k=0}^{\infty}\left(F_{k}(x)-F_{k+1}(x)\right) g_{k}(z)\right] } \tag{5}
\end{align*}
$$

The first term of equation (5) inside the square bracket is the part of the pdf that the machine fails, 'i' employees have left not causing stoppage and the repair and the recruitments are done one by one. The second term of the pdf inside the square bracket is that the machine does not fail, the production stoppage occurs when the i-th employee leaves and recruitments are done one by one. The second square bracket indicates the number of products produced and is sold one by one. The suffix letter indicates the convolution of pdf or Stieltjes convolution of Cdf and © indicates the convolution of the functions.
Now, the triple Laplace transform of the joint pdf is seen as follows.

$$
\begin{equation*}
f^{*}(\xi, \eta, \varepsilon)=\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\xi x-\eta y-\varepsilon z} f(x, y, z) d x d y d z \tag{6}
\end{equation*}
$$

Here * indicates the Laplace Transform, this gives upon integration of y and z .

$$
\begin{align*}
f^{*}(\xi, \eta, \varepsilon)= & \int_{0}^{\infty} e^{-\xi x}\left(\alpha(c+a) r^{*}(\eta) e^{-(c+a) x}+\beta b e^{-b x} r^{*}(\eta)+\alpha e^{-(c+a) x} r_{1}^{*}(\eta) \mu p+\beta e^{-b x} \mu p r_{1}^{*}(\eta)\right) \\
& e^{-\mu x\left(1-q r_{1}^{* *}(x)\right)}\left[\sum_{k=0}^{\infty}\left(F_{k}(x)-F_{k+1}(x)\right)\right] g^{* k}(\varepsilon) d x \tag{7}
\end{align*}
$$

On simplification we obtain

$$
\begin{align*}
& f^{*}(\xi, \eta, \varepsilon) \\
& =\frac{\alpha\left[(c+a) r^{*}(\eta)+\mu p r_{1}^{*}(\eta)\right]\left[1-f^{*}\left(\xi+c+a+\mu\left(1-q r_{1}^{*}(\eta)\right)\right]\right.}{\left[\xi+c+a+\mu\left(1-q r_{1}^{*}(\eta)\right)\right]\left[1-g^{*}(\varepsilon) f^{*}\left(\xi+c+a+\mu\left(1-q r_{1}^{*}(\eta)\right)\right]\right.} \\
& +\frac{\beta\left[b r^{*}(\eta)+\mu p r_{1}^{*}(\eta)\right]\left[1-f^{*}\left(\xi+b+\mu\left(1-q r_{1}^{*}(\eta)\right)\right]\right.}{\left[\xi+b+\mu\left(1-q r_{1}^{*}(\eta)\right)\right]\left[1-g^{*}(\varepsilon) f^{*}\left(\xi+b+\mu\left(1-q r_{1}^{*}(\eta)\right)\right]\right.} \tag{8}
\end{align*}
$$

This gives,

$$
\begin{aligned}
& \left.E(X)=-\frac{\partial}{\partial \xi} f^{*}(\xi, \eta, \varepsilon) \right\rvert\, \xi=\eta=\varepsilon=0 \\
& \left.E(\hat{R})=-\frac{\partial}{\partial \eta} f^{*}(\xi, \eta, \varepsilon) \right\rvert\, \xi=\eta=\varepsilon=0 \\
& \left.E(\hat{S})=-\frac{\partial}{\partial \varepsilon} f^{*}(\xi, \eta, \varepsilon) \right\rvert\, \xi=\eta=\varepsilon=0
\end{aligned}
$$

as follows.

$$
\begin{align*}
& E(X)=\frac{\alpha}{c+a+\mu p}+\frac{\beta}{b+\mu p}  \tag{9}\\
& E(\hat{R})=\frac{\alpha\left[(c+a) E(R)+\mu E\left(R_{1}\right)\right]}{(c+a+\mu p)}+\frac{\beta\left[b E(R)+\mu E\left(R_{1}\right)\right]}{(b+\mu p)}  \tag{10}\\
& E(\hat{S})=E(G)\left[\frac{\alpha f^{*}(c+a+\mu p)}{1-f^{*}(c+a+\mu p)}+\frac{\beta f^{*}(b+\mu p)}{1-f^{*}(b+\mu p)}\right] \tag{11}
\end{align*}
$$

Equation (8) gives the joint Laplace transform of $E(X, \hat{S})$ as follows.

$$
\begin{align*}
& f^{*}(\xi, 0, \varepsilon) \\
& =\frac{\alpha(c+a+\mu p)}{(\xi+c+a+\mu p)} \frac{\left(1-f^{*}(\xi+c+a+\mu p)\right)}{\left(1-g^{*}(\varepsilon) f^{*}(\xi+c+a+\mu p)\right)}+\frac{\beta(b+\mu p)}{(\xi+b+\mu p)} \frac{\left(1-f^{*}(\xi+b+\mu p)\right)}{\left(1-g^{*}(\varepsilon) f^{*}(\xi+b+\mu p)\right)}(12 \tag{12}
\end{align*}
$$

The product moment $E(X S)$ is given by

$$
\left.E(X \hat{S})=\frac{\partial^{2}}{\partial \xi \partial \varepsilon} f^{*}(\xi, 0, \varepsilon) \right\rvert\, \xi=0=\varepsilon
$$

$$
E(X \hat{S})=E(G)\left\{\begin{array}{l}
\frac{\alpha}{\left(1-f^{*}(c+a+\mu p)\right)}\left[\frac{f^{*}(c+a+\mu p)}{(c+a+\mu p)}-\frac{f^{*}(c+a+\mu p)}{\left(1-f^{*}(c+a+\mu p)\right)}\right]  \tag{13}\\
+\frac{\beta}{\left(1-f^{*}(b+\mu p)\right)}\left[\frac{f^{*}(b+\mu p)}{(b+\mu p)}-\frac{f^{*}(b+\mu p)}{\left(1-f^{*}(b+\mu p)\right)}\right]
\end{array}\right\}
$$

The Covariance of $X$ and $\hat{S}, \operatorname{Cov}(X, \hat{S})=E(X \hat{S})-E(X) E(\hat{S})$
may be seen using (13),(11) and (9).

## III. Model II:

In this model we treat the previous model I with all assumptions except the assumption (2) given for sales.

### 3.1 Assumption for Sales:

(2.1) When the operation time X is more than a threshold time U , the sales are done all together. It is assigned to an agent whose sales time distribution function is $G_{1}(z)$ with pdf $g_{1}(z)$.
(2.2) When the operation time $X$ is less than a threshold time $U$, the sales are done one by one with $\operatorname{Cdf}^{G_{2}}(\mathrm{z})$ and $\mathrm{pdf} \mathrm{g}_{2}(\mathrm{z})$.
(2.3) The threshold $U$ has exponential distribution with parameter $\delta$.

### 3.2 Analysis:

Using the arguments given for model I, we note the joint pdf ( $X, \hat{R}, \hat{S}$ )
(Operation time, repair-recruitment time, sales time) is as follows.

$$
\begin{align*}
f(x, y, z)= & {\left[h(x)\left(\sum_{i=0}^{\infty} e^{-\mu x} \frac{(\mu x)^{i}}{\lfloor i} q^{i} r(y) \odot r_{1 i}(y)\right)+(1-H(x))\left(\sum_{i=1}^{\infty} \mu e^{-\mu x} \frac{(\mu x)^{i-1}}{\underline{i-1}} q^{i-1} p r_{1 i}(y)\right)\right] } \\
& \sum_{k=0}^{\infty}\left(F_{k}(x)-F_{k+1}(x)\right)\left[\left(1-e^{-\delta x}\right) g_{1}(z)+e^{-\delta x} g_{2, k}(z)\right] \tag{14}
\end{align*}
$$

The same arguments given for model I may be used for all terms except the last square bracket where sales time pdf is $g_{1}(z)$ when $(X>U)$, the operation time is greater than the threshold and when the operation time is less than the threshold $(\mathrm{X}<\mathrm{U})$, the $k$ products are sold one by one with sales time $\mathrm{pdf}_{\mathrm{g}} \mathrm{g}_{2}(\mathrm{z})$ where the suffix $\mathbf{k}$ indicates k-fold convolution.
The triple Laplace transform can be seen as
$f^{*}(\xi, \eta, \varepsilon)$
$=\alpha\left[(c+a) r^{*}(\eta)+\mu p r_{1}^{*}(\eta)\right]\left\{g_{1}{ }^{*}(\varepsilon)\left(\frac{1}{\theta_{1}}-\frac{1}{\theta_{1}+\delta}\right)+\frac{\left(1-f^{*}\left(\theta_{1}+\delta\right)\right)}{\left(\theta_{1}+\delta\right)\left(1-g_{2}{ }^{*}(\varepsilon) f^{*}\left(\theta_{1}+\delta\right)\right)}\right\}$
$+\beta\left[b r^{*}(\eta)+\mu p r_{1}^{*}(\eta)\right]\left\{g_{1}{ }^{*}(\varepsilon)\left(\frac{1}{\theta_{2}}-\frac{1}{\theta_{2}+\delta}\right)+\frac{\left(1-f^{*}\left(\theta_{2}+\delta\right)\right)}{\left(\theta_{2}+\delta\right)\left(1-g_{2}{ }^{*}(\varepsilon) f^{*}\left(\theta_{2}+\delta\right)\right)}\right\}$
where $\theta_{1}=\xi+c+a+\mu\left(1-r_{1}^{*}(\eta)\right)$ and $\theta_{2}=\xi+b+\mu\left(1-q r_{1}^{*}(\eta)\right)$
$E(X)$ and $E(\hat{R})$ are same for the model II as that of model I. Expected sales time $E(\hat{S})$ becomes
$E(\hat{S})=E\left(G_{1}\right)\left[1-\frac{\alpha(c+a+\mu p)}{c+a+\delta+\mu p}-\frac{\beta(b+\mu p)}{b+\mu p+\delta}\right]$
$+E\left(G_{2}\right)\left[\frac{\alpha(c+a+\mu p)}{(c+a+\delta+\mu p)} \frac{f^{*}(\delta+c+a+\mu p)}{\left(1-f^{*}(\delta+c+a+\mu p)\right)}+\frac{\beta(b+\mu p)}{(b+\mu p+\delta)} \frac{\left.f^{*}(\delta+b+\mu p)\right)}{\left(1-f^{*}(\delta+b+\mu p)\right)}\right]$

Equation (15) gives the joint Laplace transform of the pdf of $(X, \hat{S})$ as follows. $f^{*}(\xi, 0, \varepsilon)=$

$$
\begin{align*}
& g_{1}^{*}(\varepsilon)\left[\begin{array}{l}
\alpha(c+a+\mu p)\left(\frac{1}{\xi+c+a+\mu p}-\frac{1}{\xi+\delta+c+a+\mu p}\right) \\
+\beta(b+\mu p)\left(\frac{1}{\xi+b+\mu p}-\frac{1}{\xi+\delta+b+\mu p}\right)
\end{array}\right] \\
& +\frac{\alpha(c+a+\mu p)}{(\xi+c+a+\mu p+\delta)} \frac{\left(1-f^{*}(\xi+\delta+c+a+\mu p)\right)}{\left(1-g_{2}^{*}(\varepsilon) f^{*}(\xi+\delta+c+a+\mu p)\right)} \\
& +\frac{\beta(b+\mu p)}{(\xi+b+\mu p+\delta)} \frac{\left(1-f^{*}(\xi+\delta+b+\mu p)\right)}{\left(1-g_{2}^{*}(\varepsilon) f^{*}(\xi+\delta+b+\mu p)\right)} \tag{17}
\end{align*}
$$

The product moment $E(X \hat{S})$ is given by

$$
\left.E(X \hat{S})=\frac{\partial^{2}}{\partial \xi \partial \varepsilon} f^{*}(\xi, 0, \varepsilon) \right\rvert\, \xi=0=\varepsilon
$$

$E(X \hat{S})=E\left(G_{1}\right)\left[\frac{\alpha}{c+a+\mu p}-\frac{\alpha(c+a+\mu p)}{(\delta+c+a+\mu p)^{2}}+\frac{\beta}{(b+\mu p)}-\frac{\beta(b+\mu p)}{(\delta+b+\mu p)^{2}}\right]+$
$E\left(G_{2}\right)\left[\begin{array}{l}\frac{\alpha(c+a+\mu p)}{(\delta+c+a+\mu p)^{2}} \frac{f^{*}(\delta+c+a+\mu p)}{\left(1-f^{*}(\delta+c+a+\mu p)\right)}-\frac{\alpha(c+a+\mu p)}{(\delta+c+a+\mu p)} \frac{f^{*}(\delta+c+a+\mu p)}{\left(1-f^{*}(\delta+c+a+\mu p)\right)^{2}} \\ +\frac{\beta(b+\mu p)}{(\delta+b+\mu p)^{2}} \frac{f^{*}(\delta+b+\mu p)}{\left(1-f^{*}(\delta+b+\mu p)\right)}-\frac{\beta(b+\mu p)}{(\delta+b+\mu p)} \frac{f^{*}(\delta+b+\mu p)}{\left(1-f^{*}(\delta+b+\mu p)\right)^{2}}\end{array}\right]$
$\operatorname{Cov}(X, \hat{S})=E(X \hat{S})-E(X) E(\hat{S})$ can be written using equations $(18),(16)$ and (9).

## IV. Numerical Examples For Model I \& II

The usefulness of the results obtained is presented by numerical examples. The two models I and II are considered together, since there is only change in sales pattern $\mathrm{E}(\mathrm{X})$ and $E(\hat{R})$ are same for models I and II.

### 4.1 Model I

Let $\mathrm{p}=0.3$, the probability the machine fails employee leaves.
Let $\mathrm{a}=3$, the machine operation time has exponential distribution.
If the machine does not fail within an exponential time with parameter ' $\mathbf{c}$ ', the parameter ' $\mathbf{a}$ ' changes to ' $\mathbf{b}$ '. Let $\mathrm{b}=2$ and $\mathrm{c}=4 . \mu=2,4,6,8,10$, the inter departure time of employees.
Here f (.) is an exponential density function with parameter ' $\lambda$ ' and varies from 5 to 25 with an increment of 5 . Let $\mathrm{E}(\mathrm{R})=2$, $\mathrm{E}\left(\mathrm{R}_{1}\right)=5$.

The table and graph for $E(X)$

| $\lambda / \mu$ | 2 | 4 | 6 | 8 | 10 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 0.334008 | 0.27439 | 0.233254 | 0.203095 | 0.18 |  |  |  |  |  |  |
| 10 | 0.334008 | 0.27439 | 0.233254 | 0.203095 | 0.18 |  |  |  |  |  |  |
| 15 | 0.334008 | 0.27439 | 0.233254 | 0.203095 | 0.18 |  |  |  |  |  |  |
| 20 | 0.334008 | 0.27439 | 0.233254 | 0.203095 | 0.18 |  |  |  |  |  |  |
| 25 | 0.334008 | 0.27439 | 0.233254 | 0.203095 | 0.18 |  |  |  |  |  |  |

It is observed that when $\mu$ increases, the expected operation time $\mathrm{E}(\mathrm{X})$ decreases.
The table and graph for $E(\hat{R})$

| $\lambda / \mu$ | 2 | 4 | 6 | 8 | 10 |
| :---: | ---: | ---: | ---: | ---: | ---: |
| 5 | 4.939271 | 6.829268 | 8.157895 | 9.148936 | 9.92 |
| 10 | 4.939271 | 6.829268 | 8.157895 | 9.148936 | 9.92 |
| 15 | 4.939271 | 6.829268 | 8.157895 | 9.148936 | 9.92 |
| 20 | 4.939271 | 6.829268 | 8.157895 | 9.148936 | 9.92 |
| 25 | 4.939271 | 6.829268 | 8.157895 | 9.148936 | 9.92 |



It is observed that when $\mu$ increases, the expected repair and recruitment time $E(\hat{R})$ increases.

The table and graph for $E(\hat{S})$


It is observed that when $\mu$ increases, the expected sales time $E(\hat{S})$ decreases and when $\lambda$ increases the expected sales time increases.

The table and graph for $E(X, \hat{S})$


It is observed that when $\mu$ increases, the joint moment $E(X, \hat{S})$ decreases and when $\lambda$ increases $E(X, \hat{S})$ increases.

The table and graph for $\operatorname{Cov}(X, \hat{S})$

| $\lambda / \mu$ | 2 | 4 | 6 | 8 | 10 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | -1.45847 | -0.95758 | -0.67461 | -0.49957 | -0.384 | - |  |
| 10 | -2.1412 | -1.44913 | -1.04535 | -0.78897 | -0.616 | -2 -1 | - Series5 <br> Series4 |
| 15 | -1.91306 | -1.38762 | -1.05329 | -0.82676 | -0.666 | -3, |  |
| 20 | -0.75851 | -0.76102 | -0.689 | -0.60548 | -0.528 | -5 | - Series 1 |
| 25 | 1.326729 | 0.434159 | 0.050371 | -0.12273 | -0.2 |  |  |

It is observed that when $\lambda$ increases, the production decreases and the $\operatorname{Cov}(X, \hat{S})$ oscillates and becomes positive and therefore sale decreases. When $\mu$ increases, the operation time decreases and the Covariance tend to zero.

### 4.2 Model II

Consider the values as given in model I with additional assumptions for $\mathrm{E}\left(\mathrm{G}_{1}\right)=5, \mathrm{E}\left(\mathrm{G}_{2}\right)=10$ and the threshold has exponential distribution $\delta$ and let $\delta=10$.

The table and graph for $\mathbf{E}(\mathbf{X})$

| $\lambda / \mu$ | 2 | 4 | 6 | 8 | 10 | 0.4 <br> 0.35 <br> 0.35 <br> 0.35 <br> 0.25 <br> 0.2 <br> 0.15 <br> 0.1 <br> 0.05 <br> 0.05 <br> 0 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 0.334008 | 0.27439 | 0.233254 | 0.203095 | 0.18 |  |  |  |  |  |  |  |
| 10 | 0.334008 | 0.27439 | 0.233254 | 0.203095 | 0.18 |  |  |  |  |  |  |  |
| 15 | 0.334008 | 0.27439 | 0.233254 | 0.203095 | 0.18 |  |  |  |  |  |  |  |
| 20 | 0.334008 | 0.27439 | 0.233254 | 0.203095 | 0.18 |  |  |  |  |  |  |  |
| 25 | 0.334008 | 0.27439 | 0.233254 | 0.203095 | 0.18 |  | 1 | 2 | 3 | 4 | 5 |  |

It is observed that when $\mu$ increases, the expected operation time $\mathrm{E}(\mathrm{X})$ decreases.
The table and graph for $E(\hat{R})$

|  |  |  |  |  |  |  |  | - Series 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda / \mu$ | 2 | 4 | 6 | 8 | 10 |  |  |  |
| 5 | 4.939271 | 6.829268 | 8.157895 | 9.148936 | 9.92 |  |  |  |
| 10 | 4.939271 | 6.829268 | 8.157895 | 9.148936 | 9.92 |  |  |  |
| 15 | 4.939271 | 6.829268 | 8.157895 | 9.148936 | 9.92 |  |  |  |
| 20 | 4.939271 | 6.829268 | 8.157895 | 9.148936 | 9.92 |  |  |  |
| 25 | 4.939271 | 6.829268 | 8.157895 | 9.148936 | 9.92 |  |  |  |

It is observed that when $\mu$ increases, the expected repair and recruitment time $E(\hat{R})$ increases.
The table and graph for $E(\hat{S})$

| $\lambda / \mu$ | 2 | 4 | 6 | 8 | 10 | $9 \square$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 4.643213 | 4.561927 | 4.477599 | 4.391768 | 4.305556 |  |  |  |  |  |  |  |
| 10 | 5.543641 | 5.544101 | 5.524732 | 5.490294 | 5.444444 |  |  |  |  |  |  |  |
| 15 | 6.444069 | 6.526274 | 6.571865 | 6.588821 | 6.583333 |  |  |  |  |  |  | - Series 3 |
| 20 | 7.344497 | 7.508448 | 7.618998 | 7.687347 | 7.722222 |  |  |  |  |  |  | -Seriess |
| 25 | 8.244925 | 8.490621 | 8.666131 | 8.785873 | 8.861111 |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |

It is observed that when $\mu$ increases, the expected sales time $E(\hat{S})$ decreases and when $\lambda$ increases the expected sales time increases.

The table and graph for $E(X, \hat{S})$


It is observed that when $\mu$ increases, the joint moment $E(X, \hat{S})$ decreases and when $\lambda$ increases the $E(X, \hat{S})$ increases.

The table and graph for $\operatorname{Cov}(X, \hat{S})$


It is observed that when $\mu$ increases the operation time may decreases and so the Covariance tends decreases.
When $\lambda$ increases, $\operatorname{Cov}(X, \hat{S})$ tend to zero and tend to change the sign.
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