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ABSTRACT: The present theory a consistent estimators of the parameters of stationary Gaussian statistical 

structures in Hilbert space of measures can be used, for example, in the reliability predication of different 

engineering designs. In the paper there are discussed Gaussian stationary statistical 

structures IiSE i ,,,  in Hilbert space of measures. We prove necessary and sufficient conditions for 

existence of such estimators in Hilbert space of measures. 
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I. Introduction 

Let there is given  SE, measurable space and on this space there given  Iii ,
 
family of probability 

measures definided on S, the I set of parameters. 

Let bring some definition (see [1]-[11]). 

Definition 1. A statistical structure is called object  IiSE i ,,,   where Ii some parameter associated 

with probability measure Iii , , I set of parameters. 

Definition 2. A statistical structure  IiSE i ,,,  is called orthogonal (singular) if i and j are 

orthogonal for each IjIiji      ,, . 

Definition 3. A statistical structure  IiSE i ,,,   is called weakly separable if there exists family S-

measurable sets IiX i ,  such that relations are fulfilled: 
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Definition 4. A statistical structure  IiSE i ,,,  is called separable if there exist family S-measurable 

sets IiX i ,  such that relation is fulfilled: 

1.      
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2.       ,& cXXcardIjIiji ji   

where c denotes power continuum. 

Definition 5. A statistical structure  IiSE i ,,,  is called strongly separable if there exists disjoint family 

S-measurable sets IiX i ,  such that the relation are fulfilled:      .1 ii Xji   

Remark 1. A strong separable there follows weakly separable. From separable follows weakly separable. 

From weakly separable there follows orthogonal but not vice versa. (see [1]-[4]) 

Example 1. Let    1,01,0 E
 

and S be Borel  -algebra of parts of E. Take the S-measurable 

sets     .1,0,,10;  iiyxyxXi      

Let  1,0, ili     be are linear Lebesgue probability measures on  1,0, iX i   and 0l Lebesgue plane 

probability measures on    1,01,0 E . Then  the statistical structure   1,0,,, ilSE i  
is orthogonal, 

but not weakly separable. 
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Remark 2. Z. Zerekidze proved in ZF theory (see [8]) for the statistical structure  NiSEM i  ,,,   

where N set at natural numbers, orthogonality, weak separability, separability and strong separability 

equivalent concepts. 

Let be I set of parameters and B(I)  -algebra of subsets of I which contains all finite subsets I. 

Definition 6. A statistical structure  IiSE i ,,,   will be said to admit a consistent estimators of 

parameter Ii  if there exists at least one measurable map     IBISE ,,:   such that 

    .,1: Iiixxi       

We denote by i  
be completion of measures i and idom

 
the  -algebra of all measurable subsets of E. 

The Definite 6 is conducted Z. Zerekidze.  

Let 
M  be a real linear space of all alternating finite measures on S.  

Definite 7.A lineal subset 
MM H  is called a Hilbert space of measures if: 

1) One  can introduce on HM  a scale product   HM ,,,    is the Hilbert space and every 

mutually singular measures   and ,,, HM     the scale product   0,  ; 

2) If HM , and    1xf then       
A

Hf MdxxfA , where  xf  is S-measurable real 

function and    vvvv ff ,,  ; 

3) If   ,...2,1,,0,  nEM nnHn         and 0n  then for 

any HM   0,lim 


 n
n

. 

Remark 3.The definition ans construction of the Hilbert space of measures is studied Z. Zerakidze (see[7]). 

Remark 4. A. Skorokhod was introduced definition a consistent estimators of parameters (see [1]). 

Definition 8. A statistical structure  IiSE i ,,,  will be said to admit a consistent estimators of 

parameters Ii if there exists measurable     IBISEmap ,, :    such 

that    .,1: Iiixxi      From this definition 8 follows that if statistical structure 

 IiSE i ,,,  admitting a consistent estimators of parameter  Ii , the it is clear that this statistical 

structure is strongly separable, but not vice versa (see [6]). 

Z. Zerakidze constructed example (see [6]) that there is a strongly separable statistical structure which have 

no consistent estimators. From definition 8 it can be illustrated by the following example. 

Example 2. Let R denote a numerical axis. Let B(R)be an usual Borel -algebra at this axis. Hence we shall 

consider a measurable space (R, B(R)). Define a famile of Borel probability measures  
Rxx 

  on B(R), 

Let RRf :  denote some bijective into mapping at the axis R which is Borel non-measurable. Then, as 

we know, the inverse mapping 
1f  will also be Borel non-measurable. For every point Rx  put 

 
 
 









Xxfif

Xxfif
Xx

     

   

,0

,1
  where X passes through the  -algebra B(R). In other words, the 

measure x coincides with the Borel measure of Dirac, which is concentrated at the point   xf . It can be 

easily seen that the statistical structure   RxRBR x ,,,  is strongly separable, we can show that this 

statistical structure has no consistent estimator. From definition 8 assume the opposite: let g be a consistent 

estimator for the statistical structure. Then     .,1: Rxxygyx      

The last equality means that     xygyxf  :  Hence, we have    ., Rxxxfg    This 

immediately implies that 
1 fg and thus, the mapping is Borel non-measurable. This contradiction 

shows that no consistent estimator exists for the statistical structure   RxRBR x ,,,   from definition 

8. 
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II. The Consistent Estimators 

In our work we will use definition 6. 

Let       IiRTtttQwt ii      ,,,,   Gaussian real stationary processes, where T be closed 

bounded subset of R. with zero means    0,  tE ,      IiTttQtE ii      ,,, and 

correlation function       .,, ktRktE    Let   CcardIIi
iQ    ,,  be the corresponding 

probability measures given on S and   IiRfi    ,,   be spectral densities such that relations are 

fulfilled:       IiCfk
N

iii

N



  . ,11 22    where ik  and IiCi   ,  are positive constants. 

We shall assume that the functions itself or its derivatives satisfies conditions: 

   




 .,...,2,1,0
2

nmIidttQ m

i      

Then the corresponding probability measures  t
iQ  and  t

jQ  
are pairwise orthogonal Iji  ,  (see 

[5], [11]) and  ,,,, IiSE
iQ  CcardI  are Gaussian orthogonal stationary statistical structures. 

Next, we consider S-measurable  ,xgi
Ii  functions, such that     

1

,
2

I E

Qi dxxg
i

  

where II 1  a countable subsets in I. Let HM  the set measures defined by formula 

     



1

,
Ii B

Qi dxxgBv
i

   define a scalar product by formula         



21

21

21,
IIi

Qii dxxgxgvv
i

    

where IIII  21 ,  a countable subsets in I. 

1. We will show HM  is Hilbert space 

Let      



n

i

Ii B

Q

m

in dxxgB   ,  

Where ,...2,1,  nIIn    a countable subsets in I and n  is fundament sequence in HM . Let 

,
1







n

nII .cIcard   So the Gaussian orthogonal statistical structure  ,,,, IiSE
iQ   is strongly 

separable statistical structure (see remark 2), then instead of this functions  xg n

i  we take functions 

   xIxg
iC

n

i
  ji CC , then       
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n
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i
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NndxxgB    .,  

Let         
 

 
Ii Ii
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n

i

n

I dxdxxgxg
i

,,    

It is clear, that 

        .
22

dxxgxg I

m

I

n

Imn   

As well as  IL 2
 space is complete space, then exists such function  xgI  , that 

     ,2 dxxg II        .,
2

  ndxxgxg II

n

I     

Let        



Ii B

QCIn dxxIxgB
ii

   , .,0  nn     

2. If      



0

,
Ii B

Qi dxxgBv
i

    then          



0

,)(
Ii B

Qi

B

f dxxgxfdxxfBv
i

     and so 

  ,1xf then               
 


0 0

,,
22

Ii Ii

QiQiff vvdxxgdxxgxfvv
ii

    

3. Let    



1

,
Ii

Qi dxxgv
i

       



2

,
Ii

Qi dxxf
i

     and .v  
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Let 213 III   and   3,
,0

,1
Iji

jiif

jiif
C jQi









     

     

   
    .jiCC ji   As 

   



3

0
Ii

ii xfxgv  almost  everywhere  with respect 
3I and 

        0,
3

 


dxxfxgv
iQi

Ii

i  . 

4. Let ,Hn Mv  ,0nv ,0nv   ,Evn then if  

     



n

i

Ii

HQ

n

in NnMdxxgBv   , can be considered 0n

ig  and  

     



Ii B

Q

n

in dxxgBv
i

,        


 dxxIxgvv
ii QC

Ii

n

inn 
2

, and    0, nv . 

We will show that HM  is Hilbert space of measures. The following theorem has also been proved in this 

paper (see [7]). 

Theorem 1. Let HM  is Hilbert space of measures and HM  is the straight sum of Hilbert spaces 

 ,2 iQH  so  ,2 iQ
Ii

H HM 

 , 

where  ,2 iQH   is the family of measures      
A

Q dxxfAv
i

, ,SA that     dxxf
iQ

2
 

and        .2

1
2

2  dxxfv
i

iQ
QH




 

Theorem 2. Let  ,2 iQ
Ii

H HM 

  

Be a Hilbert space of measures. E be the complete separable metric space. S be the borel -algebra in E and 

.2 0cardI  Then in the theory (ZFC)&(MA) the Gaussian stationary orthogonal statistical structures 

 ,,,, IiSE
iQ   admits a consistent estimators of parameters Ii if and only if the correspondence 

,ff   given by the equality        Hf Mvvdxvxf   ,,  be one-to-one. Denote by 

 HMFF   the set of real functions f for which    
E

Q dxxf
i

  is defined .HQ M
i
  

Proof.Necessity. The existence of a consistent estimator     IBISE ,, :  of the parameter IQi   

implies that       .1:  ii QxxIii   

Setting   ii QxxX  :
 
for  Ii , we get: 

1)      1)(:  iiiQ QxxX
i


 
for Ii ; 

2) 
21 ii QQ XX for all different parameters 

1i
Q  and 

2i
Q  from I 

because         
2211

::
ii QiiQ XQxxQxxX  ; 

3)    .)(:
1

EIxxX
iQ

Ii




  

Therefore a statistical structure  IiSE
iQ ,,,   is strongly separable, so there exists S-measurable sets 

 
IiQi

X


 such that  









ji

ji
X

ji QQ
 if ,0
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Let function   FxI
iQX   be corresponded with  .2 ii QQ H    

Then             .,
iiiiQiQiiQ QQQXXQX dxIxIdxxI   
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Let function )().()( 11
xIxfxf

i
X   be corresponded with  .21 iQH    Then any 

 .22 iQH                            ., 21212121
 dxxfxfdxxIxfxfdxxxf

iiii QQQQ
 

Let function      



f

iQ

Ii

Xi FxIxgxf be corresponded with the measure HMv  with the 

following from 



f

i

Ii

Qi dxxgv ),()( 

 

then HMv  1 ,    



1

,1

1

Ii

Qi dxxgv
i

  we have 

                   



11

.,1

11

1

IIi

QiiQi

IIi

i

f

ii

f

vvdxxgxgdxxgxgdxvxf   

From the proven theorem it follows that the above-indicated correspondence puts some function 

 HMFf   into correspondence to each Hf M If in  HMF we identify the functions coinciding 

with respect to the measure  Ii
iQ ,  then the correspondence will be bijective. 

So the necessity is proved. 

Sufficiency. Let  HMFf   is corresponded with HQ M
i
  for which        ,, QQQ i

dxxf   

then HQQ M
21

,  we have 

        ,)()()()()()(,
1112121 221 dxxfxfdxxfxfdxxf QQQQQQQ   

So 11
ffQ   for almost with respect to measure 

1Q  every and   ,0
1

xfQ      ,
11

2 dxxf QQ 
 

   
 dxxf

iii QQQ 
 

then        .0, jidxxf
jiji QQQQ   

 
On other 

    .0:,0   xfxXXE
iiii QQQQ     

Hence it follows that  









ji

ji
X

ji QQ
 if ,0

 if ,1
 , the statistical structure  IiSE

iQ ,,,  is weakly 

separable. Represent   02,,
  cardIIi

iQ    as an inductive sequence ,1 
iQ  where 1  denotes 

the first ordinal number of the power of the set I. 

Sense the statistical structure  IiSE
iQ ,,,   is weakly separable, there exists a family S-measurable sets 

 IiX
iQ ,  such that the following are fulfilled:  










ji

ji
X

ji QQ
 if ,0

 if ,1
  for all  1;0 i  

We define 1  sequence of parts 
iQZ of the space E so that the following relations are fulfilled: 

1) 
iQZ  is Bozel subset in E for all 1i ; 

2) 
ii QQ XZ   for all 1i ; 

3) 
ji QQ ZZ  for all ,1i ,1j ji   

4)   1
ii QQ Z for all 1i . 

Assume that 
00 QQ XZ  . Let further the partial sequence  

ij
Qj

Z


 be already defined for 1i . It is 

clear, that 0


















jQ

ij

Z  (see [4]). Thus there exists a Borel subset 
iQY  of the space E such that the 

following relations are valid: 
iJ Q

ij

Q YZ


 and   0
iQY Assume  

iii QQQ YXZ  , thereby the 1  

sequence of  
1i

Qi
Z  disjunctive measurable subsets of space E is constructed. Therefore   1

ii QQ Z  for 

all 1i . 
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A statistical structure   02,,,,
  cardIIiSE

iQ    is strongly separated there exists a family  
IiQi

Z


 

of elements of  -algebra  
Ii

Qi
domS



 1
 such that: 

1.  Z
ii QQ    ,1 Ii  

2. 
ji QQ ZZ  for all different parameters i and j for I; 

3. 
Ii

Q EZ
i



 .  

For Ex , we put   iQx  , where iQ  is unique parameter from the set I for which 
iQZx . The 

existence of such a unique parameter I can be proved by using conditions (2),(3). 

Now let  IBY  . Then    
Yi

QZYxx



1

: . We have to show that     
0

:
iQdomYxx    for 

each IQi 0
. 

If YQi 0
then   

 
 

0

0

0

:
i

i

iii Q

QYi
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Yi

Q domZZZYxx  
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On the other hand, the validity of the condition 
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QQ Z . The latter equality yields that 
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Since  
0i

Qdom   is  -algebra, we deduce that   
 

 
0

0

0

:
i

i

ii Q

QYi

QQ domZZYxx  

















 . 

If YQi 
0

, then   
0

:
ii Q

Yi

Q ZEZYxx 


  and we claim that     0:
0

Yxx
iQ  . The 

letter relation implies that     
0

:
iQdomYxx   . 

Thus we have shown the validity of the condition     
0

:
iQdomYxx    for any arbitrary IQi 0

  

Hence     
Ii

Q SdomYxx
i



 1:   we have shown that the map     IBISE ,,:   is 

measurable map. 

Since B(I) contains all singletons of I, we claim that         1: 
iii QQiQ ZQxxIii   

Theorem 2 is proved. 
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