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Abstract: Quasi-Newton Method is used to solve no-linear optimization problems as an extension of Newton 

Method for multi-variables. This method is also used to solve second order derivatives of the o f the objective 

functions in the form of Hessian Matrix. Quasi-Newton Method is the most effective method for finding 

minimizers of a smooth non-linear function when second derivatives are either unavailable or too difficult to 

compute. The algorithm method is used on the functions to generate solutions and theses solutions are found to 

be convergent after certain number of iterations. 

The new point is then obtained by the sum of the previous point and the result is multiplied by the step length 

and the search direction. This process is continued until convergent is reached  and this method is easy to 

handle . The Qusi-Newton Method uses less time for computations and less number of iterations. 

Keywords: Quasi, optimization, minimization, Matrix, symmetric, Genetic Algorithm, Particle Swarm and 
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I. Introduction 
Most Optimization problems are solved using Newton and quasi Newton Methods, the Newton Method 

was discovered by Sir Isaac Newton in 1664, who used the method to find the root of the function of a single 

variable, and later in 1690 the method was extended to solve multivariable optimization problems by deriving 

Taylor Series expansion. This method was also used in solving second partial derivatives of the objective 

function in the form of a matrix (Hessian Matrix ). When solving the optimization problem, the evaluation of the 

Hessian Matrix and the gradient of the objective function at each step of the iteration and due to this difficulty 

with Newton Method in solving complicated parameters of the objective function [8]. 

Quasi Newton Method was derived by [1, 4] for the solution of Non-Linear Optimization Problems. In 

Quasi Newton Method the Hessian Matrix of the second derivative of the function to be minimized does not 

need to be computed [2]. 

Quasi Newton Method is arguably the most effective method for finding a minimizer of a smooth non-

linear function when second derivatives are either unavailable or too difficult to calculate. 

Quasi Newton Method builds up second derivative information by estimating the curvature along a 

sequence of smooth direction [6]. Quasi Newton Method is one of the most successful update of Broyden-

Fletcher-Goldforb –Shanno (BFGS) formula, which is a member of the wider Broyden Class of rank-two 

updates. Quasi Newton Method requires approximately large number of iterations and functions evaluations on 

some problems [7].  

II. Literature Review 
In recent years works have been carried out in the usage and the convergence of Newton Method. This 

method has been modified by many researchers such as [12, 9, 10, 11 and 3] who re-derived the Newton 

Method by using the rectangular rule t0 compute the integral. 

However, in [12] and [5] modified the Method for the solution of multivariable case and having a 

convergent of the order 3. According to [2], Quasi Newton Method for multi objective optimization converges 

super linearly to the solution of the origin problem, if all functions involved are twice continuously 

differentiable and strongly convex. As numerical performance of the Quasi Newton Method for multi objective 

optimization problems with strong convex objective function can be efficiently solved. The Method is quite 

robust with respect to the number of variables and the starting point [14 and 9]. 

[13] and [5] provided the self scaling Quasi Newton Method for large scale unconstraint optimization, 

[1] and [11] developed a new direction of modification of the Quasi Newton Method. 

According to [8] there are plenty of variants like the simplified Newton Method, Quasi Newton 

Method and Global Newton Method. Only very few of them exhibit quadratic convergence property.   [5] 

presented a modified Quasi Newton Method for structure of unconstraint optimization. Quasi Newton Method is 

useful for unconstraint optimization problems, non linear equation and non linear least square problems since it 
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is a Line Search Method which needs a line search procedure after determining a search line rule to choose a 

step size along the search direction [11].  Some of the widely known researchers of Quasi Newton Method for 

large scale unconstraint optimization family include Broyden’s  Method, the SRI formula and the DFP Method 

[4, 3, 1]. There are four main approaches to non smooth convex optimization problem: Quasi Newton Method, 

Bundle Method, Stochastic Dual Method and Smooth Optimization. The Non Smooth Optimization Method try 

to find a descent quasi Newton direction at every iteration and invoke a line search function along that direction 

[14]. 

The modern optimization methods also called Non traditional optimization methods have emerged as 

powerful aJnd popular methods for solving complex Engineering Optimization Problems in the recent years. 

These methods include Genetic Algorithms, simulation Annealing, Particle Swarm Optimization and Ant 

Colony Optimization. The Genetic Algorithms are computerised Search and Optimization Algorithms based on 

the mechanism of the natural genetic and natural selection 6, 7 and 9]. 

 

III. Methodology 

The necessary condition for f(x) to have an optimum at 
*x is that 0)( *1 xf . 

Quasi Newton Method is for minimization of the multi-variable functions. For this, consider the quadratic 

approximation of the function )(xf  at 
*xx  , using Taylor’s Series expansion. 

....,3,2,1,)(
2

1
)()()( 2  iJxxxxfxfxf iiiii

(1) 

where JJ i    at ix  is the matrix of second partial derivative ( Hessian Matrix) of f evaluated at the point  x

. By setting the partial derivative of (1) equal to zero, and then find the minimum of )(xf   and solving  

)2(....3,2,1,0
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ni
x
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)3(...,3,2,1,0)( nixxJff iii   

If iJ  is non singular, then 0iJ  and (3) can be solved by obtaining improved approximation of 1 ixx  

giving  

)4(....,3,2,1,)( 1

1 nifJxx iiii  

  

Since higher order terms have been neglected in (3) and (4), it is useful in iteration of the optimum solution of 
*x . 

The sequence of points 1321 ,,,,,, ixxxx  can be shown to converge to the actual solution 
*x from any initial 

point, 0x  sufficiently close to the solution
*x  , provided that )( iJ is non singular. It can be seen that the 

second partial derivatives of the objective function ( in the form of the matrix     )( ij ) and hence is a second 

order method. It could be noted that the method requires the following ; 

(i) Storing nxn matrix )( iJ  

(ii) The inverse of )( iJ  at each step 

(iii) The evaluation of ii fJ 1)(  at each step. 

These features make the method impracticable for problems involving  a complicated objective functions with 

large number of variables ( Odunayo, 2014). 

The iterative process used of the form 

 )()( 1

1 iiii xfJXX  

                                                       (5) 

where the Hessian Matrix ][ iJ is composed of the second partial derivatives of the f and varies with the 

decision vector iX  for non quadratic  objective function, f.  The basic idea behind the Quasi Newton or 

Variable Matrix Method is to approximate either ][ iJ by another ][ iA or 
1][ 

iJ  by another matrix ][ iB , using 

only the first partial derivatives of f. 

 If 
1][ 

iJ is approximated by ][ iB of (5) can be expressed as  
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   )(][1 iiii xfBXX                                                        (6) 

where  can be considered as the optimal step length along the direction of   

  )(][ iii xfBS                                                                        (7) 

It can be seen that the steepest descent direction method can be obtained as a special case of (7) by setting  

][][ IBi  . 

The computation of ][ iB  in order to implement (6), an approximate inverse of the Hessian Matrix, 

1][][  ii AB , is to be computed. For this, first expand the gradient of f about an arbitrary reference point, 0X

, using Taylor’s Series as: 

 )]([)()( 00 XXJxfxf i                                                 (8) 

If we pick two points 1ii XandX  and use ][ iA  to approximate  ][ 0J  , (7) can be written as  

  )]([)()( 11 iiiii XXAXfXf                                        (9) 

)]([)()( iiiii XXAXfXf                                               (10) 

Subtracting (9) from (10), to get 

  iii gdA ][                                                                                         (11) 

where iii XXd  1                                                          (12) 

iii ffg  1                                                        (13) 

 where the solution of (11) can be written as : 

   iii gBd ][                                                                          (14) 

Where 
1][][  ii AB      denotes an approximation to the inverse of the Hessian Matrix, 

1][ 

iJ . It can be seen 

that (14) represents a system of n-equations in 
2n  unknown elements of the Matrix ][ iB . Thus for 1n  the 

choice of ][ iB  is not unique and one would like to choose ][ iB  that is closest to ][ 0J , in some sense.  Many 

techniques have been suggested in the computation of ][ iB as well as the iterative process of ][ 1iB . It should 

be noted that ][ iB  is symmetric and positive definite. Since this matrix is symmetric and positive definite then 

the following modifications can be made  

][][][ 1 iii BBB   and   
T

i CZZB ][                            (15) 

Where constants C and the n-component vector, Z are to be determined form above equations. Therefore these 

yield  
T

ii CZZBB  ][][ 1  . 

 By letting (7) satisfies the Quasi Newton condition   iii gBd ][  thus  

i

T

ii gCZZBd )]([   

)(][ i

T

iii gZCZgBd   since i

T gZ is a scalar, the 

i

T

iii

gZ

gBd
CZ

][
  

Thus a simple choice for Z and C could be iii gBdZ ][  and   

i

T gZ
C

1
  

This leads to the unique rank 1 and the modified formula for ][ 1iB  is 
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This formula has been attributed to Broyden Algorthm. 

Modification of the symmetric rank 

      Step 1:   

][][,;0 000 BJmatrixdefinitepositivesymmetricrealaandtoleranceXselecti   

    Step 2: iiii gBdsetelseStopgIf ][,,   
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   Step 3: iiiiii dXXdXfCompute   1)(minarg  

   Step 4: Compute iii dX    

        iii gg  1  

i
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Step 5: 2;1 stepGotoiiSet       

For conjugate direction algorithm , use rank 2 as follows: 
TT

i ZZCZZCB 222111][   where 21 CandC  and the n-component vectors are to be determined. 

Therefore this result follows; 

  
TT

ii ZZCZZCBB 2221111 ][][   and also letting (15) satisfies the Quasi Newton condition  

      )()(][ 222111 i

T

i

T

iii gZZCgZZCgBd   where ii gZandgZ 21 can be identified as scalars. 

Although, the vectors 21 ZandZ are not unique, the following choice can be made to satisfy them: 

   ii dZ   and ii gBZ ][2   
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  this can be expressed as  
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Since  iii SXX 1    where iiii XXddirectiontheisS  1  can be written as    
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Algorithm for the Quasi Newton Method 

1 Start with an initial point 0x  and a nxn positive definite symmetric matrix ][ iB to approximate the inverse of 

the Hessian Matrix of f. Usually, the matrix is taken as the identity matrix [I].  

Set the iteration number i=1. 

2 Compute the gradient of the function, if at the point iX , and set  iii fBS ][  

3 Find the optimal step length , 
* in the direction iS  and set  iii SXX *

1   

4 Test the new point 1iX  for optimality. If 1iX is optimal, terminate the iterative process , otherwise go to 

step 5 . 

5 Update the Matrix ][ iB  using the formula ]{][][][ 1 iiii NMBB   where 

)]([]([][][ *

iiiii

i

T

i

T

ii
i gBgBNand

gS

SS
M    

iiii ffXfXfg    110 )()(  

5 Set the new iteration number as i=i+1 and Go to step 2. 

Consider the function   
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Results and Analysis 

The following results are obtained from the algorithm. 
x  

1V  2V  3V  4V  

1X  
0.052195689 0.348256789 0.328933520 0.310096800 

2X  
0.103156640 0.355101161 0.341819912 0.325623036 

3X  
0.1541236380 0.361945532 0.354706304 0.341149270 

4X  
0.2050876130 0.368789905 0.367592696 0.356675499 

5X  
0.2560515870 0.375634277 0.380479089 0.372201728 

6X  
0.3070155620 0.382478649 0.393365481 0.387727957 

7X  
0.3579795360 0.389323021 0.406251873 0.403254185 

8X  
0.4089435110 0.396167393 0.419138265 0.418780413 

9X  
0.4599074850 0.403011765 0.432024658 0.434306648 

10X  
0.521956890 0.248214942 0.18973481 0.199011046 

if  
5.727319639 4.687078259 4.671672096 4.665980990 

    Fig 1 

 The number of iteration here is 4 and the time taken is 0.02 seconds. 
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The following results are obtained from the above function 
x  

1V  2V  3V  4V  5V  6V  7V  

1X  
1.66666 1.44444 1.29629 1.19753 1.13168 1.08779 1.05852 

2X  
1.66666 1.44444 1.29629 1.19753 1.13168 1.08779 1.05852 

3X  
1.66666 1.44444 1.29629 1.19753 1.13168 1.08779 1.05852 

4X  
1.66666 1.44444 1.29629 1.19753 1.13168 1.08779 1.05852 

5X  
1.66666 1.44444 1.29629 1.19753 1.13168 1.08779 1.05852 

6X  
1.66666 1.44444 1.29629 1.19753 1.13168 1.08779 1.05852 

7X  
1.66666 1.44444 1.29629 1.19753 1.13168 1.08779 1.05852 

8X  
1.66666 1.44444 1.29629 1.19753 1.13168 1.08779 1.05852 

9X  
1.66666 1.44444 1.29629 1.19753 1.13168 1.08779 1.05852 

10X  
1.66666 1.44444 1.29629 1.19753 1.13168 1.08779 1.05852 

1f  
1.97530 0.39018 0.07707 0.01522 0.00300 0.00059 0.00011 

Fig 2 
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Analysis 

From Fig 1, it shows that as values of iX  increases from 0.01 upto 0.52 and across for  iV  increases across 

then the values of the function if  decreases which mean the function is converging to its limit. 

 From the Fig 2, it shows that the values of iX  remain constant as that of iV , also indicating that the function 

if  decreases from 1.97530 to 0.00011 meaning that the function is converging to its limit. 

Conclusion 

The Quassi Method for solving nonlinear optimization problem which was derive using Taylor’s series 

expansion by selecting considering a matrix to approximate the inverse of the Hessien Matrix of the function to 

be optimized. However, the approximate matrix selected is updated at each iteration. The search direction, iS  at 

the 
thi  iteration was computed and is multiplied by the step length. The new point is then obtained by the sum 

of the previous point and the result is multiplied by the step length and search direction. This process is 

continued until convergence is reached and this method is easy to handle than others. The Quassi Method uses 

less time and less number of iterations.   
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